
Abstract

This work compares two ATM services that can be used as the underlying infrasructure

to support data tra�c that employ TCP and UDP protocols. These two services are

the Available Bit Rate (ABR) service and the Unspeci�ed Bit Rate with Early Packet

Discard (UBR+EPD). The performance assessment is made in two network scenarios:

1) the network is end-to-end ATM i.e., the host is directly connected to the ATM

network and 2) IP/ATM internetworks. Simulation is used to estimate the performance

of these networks. End-to-End throughput/e�ciency and fairness index are used here

as the key performance metrics in comparing the two service classes.

It was found that in all the end-to-end ATM scenarios considered here, ABR always

outperformed UBR+EPD based on both e�ciency and fairness. In the non-end-to-end

ATM scenarios, for single congested node cases the performance with both ABR and

UBR+EPD was similar while ABR gave marked performance gains over UBR+EPD as

the number of congested nodes/links increased. However, the performance gain in the

non-end-to-end ATM cases was lesser in magnitude compared to the end-to-end ATM

cases. Service providers can use this work as a reference in seeing the gains attainable

by deploying ABR.
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Chapter 1

Introduction

Broadband networks of the future will not only integrate the current services and bring a

variety of new applications such as medical imaging, corporation intranets and video on

demand but will also facilitate the development of a uni�ed management system for all

services. Asynchronous Transfer Mode (ATM) is the technology selected to support this

integrated services network [3]. At the same time, the Internet, has grown spectacularly

and it is supporting the vast majority of the present data tra�c. The success of the

Internet family of protocols suggests they will continue to be a signi�cant portion of

the traditional data tra�c. In order for ATM to succeed, it must support e�ciently

the legacy applications of the Internet. This can only be realized with e�ective tra�c

management mechanisms and through proper internetworking between TCP/IP and

ATM.

Until recently, virtually all of the experience in running TCP and IP has been over

networks with relatively few features for congestion control and quality of service, such

as X.25 WANs and IEEE 802 LANS [4]. Increasingly however, the TCP/IP protocol

stack is being used over ATM Networks. The growing use of TCP/IP over ATM has

sparked research on its performance. The default TCP/IP performance over a congested

and uncontrolled ATM network is poor. A number of simulation studies [6, 7, 9] have

predicted this behavior and experimental studies [15, 16, 17] have con�rmed the same.

IP is a packet switched technology originally designed for connectionless, shared

medium networks, whereas ATM is a cell switched, connection-oriented technology.
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Since TCP was designed to work independently of the lower layer implementations, it

seems that it should pose no problems with ATM as well. However, this very funda-

mental assumption that TCP makes of the underlying network is not valid for ATM

networks. The disparity in properties of the underlying ATM network is the principal

cause for poor performance of TCP over congested ATM networks. TCP packets get

fragmented into cells for transport over ATM and a single cell drop at the ATM level

results in the entire packet being dropped at the TCP level. TCP is forced to retrans-

mit the entire packet and these retransmissions drastically a�ect throughput. Secondly,

useful bandwidth and also the bu�er space get wasted as the congested link transmits

cells from corrupted packets (packets in which at least one cell has been dropped). Par-

tial Packet and Early Packet Discard have been proposed by Romanow [6] to alleviate

the problem of fragmentation loss and corrupted packets. This has improved the sit-

uation to some extent. There were several other research studies that came up with

a variety of suggestions to this problem of improving TCP throughput over ATM ne-

towrks. Cell-level tra�c shaping schemes have been suggested in [22]. Cell level pacing

is the mechanism which reduces the source cell transmission rate. The experimental

results in [15] show that TCP rate control mechanism is not e�ective in controlling the

tra�c burstiness su�ciently to avoid congestion induced cell losses in wide area ATM

networks. It was illustrated that TCP augmented with cell level pacing improves per-

formance and allows full utilization of the bandwidth capacity [15]. This kind of tra�c

shaping occurs on the host side as opposed to the policing mechanism (rate control)

which occurs inside the network. Packet based tra�c shaping and an aggressive feed-

back retransmission policy were proposed in [5]. It was shown that providing a tra�c

shaping envelope at the TCP layer is instrumental in achieving the goal of QoS guar-

antees to the application layer. This, however, requires changes to the TCP protocol

which might not be a feasible solution. It will be important to have schemes that can

improve performance without changes to the TCP protocol so that the existing appli-

cations can take advantage of it. Are there any such schemes? The answer is yes. ATM

networks are capable of complex quality-of-service functions and have a wide variety of

congestion and tra�c control facilities. These ATM level congestion control schemes
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could be used to improve the TCP performance.

Further, the solutions that were devised so far aimed at improving only the TCP

throughput and addressed the problem when there is no ATM-level congestion control.

While throughput is de�nitely a very important performance measure, achieving fairness

to all the contending users, ensuring e�cient utilization of the link capacities and the

bu�ers in the network, low average delay are also very important and the ATM layer

congestion control policies could be e�ectively used to meet these additional goals. The

problem now takes a di�erent dimension in the sense that What are the ATM layer

congestion control features that can help meet these goals?. Obviously, these congestion

control features have to be intended for data tra�c. ATM networks provide �ve classes

of service [10] - Constant Bit Rate (CBR), real-time Variable Bit Rate(rt VBR), non-

real time Variable Bit Rate (nrt VBR), Available Bit Rate (ABR) and Unspeci�ed

Bit Rate (UBR). Of these, ABR and UBR are intended mainly for data tra�c and

hence are the candidates for transporting TCP/IP or UDP/IP tra�c. Now, do these

service classes have any such congestion control features that we are interested in?. Yes,

the ABR service has a rate-based closed-loop control feature that requires the network

switches to constantly monitor their load and feed the congestion information back to

the sources, which in turn dynamically adjust their input rate into the network. While

the UBR service does not have any explicit congestion control features, it does require

the switches to monitor their queues and simply discard cells or packets of overloading

users. So, either of these services could be used for data tra�c. Also it should be

mentioned here that ABR is intended to minimize cell losses in the network, while

UBR makes no such attempt. The issue now remains which of these two service classes

is the most suitable one for TCP?. Actually, UBR is nothing but TCP over ATM

without any congestion control features and it is already proved to give poor congestion

performance. However, UBR enhanced with early packet discard (UBR+EPD) provides

signi�cant improvement in comparison to UBR service with simple packet discard [6].

So we need a comparison between ABR and UBR+EPD services for data tra�c.

In essence, the issue is how best to manage TCP's segment size, window manage-

ment, and congestion control policies on the one hand, and ATM's quality-of-service
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and tra�c policies on the other, to achieve high throughput for TCP tra�c, fair alloca-

tion among various TCP connections, and e�cient use of the underlying ATM network.

This issue is complex because of the many factors involved. Further, the context in

which TCP operates over ATM is a factor. TCP/IP can operate end-to-end over a

single ATM network, or there may be one or more ATM LANS and/or ATM WANS

along an internetwork route that also involve non-ATM networks.

1.1 Problem De�nition and Proposed Work

Given that the ATM networks do have congestion control facilities and these being

incorporated in the ABR and UBR service classes intended for data tra�c, the next

question that arises is

Which of these service classes - ABR and UBR+EPD, is the best class for TCP?

UBR has been the preferred service for TCP tra�c since it is simple and added advan-

tage of EPD schemes is that they are relatively inexpensive to be implemented in ATM

switches. ABR service is relatively new and is considerably more complex in terms of

hardware compared to UBR as it requires an algorithm to be implemented in the switch

and also requires special features on the host side. However ABR is increasingly imple-

mented by ATM switch vendors and hence it is worthwhile to look at the performance

of TCP over ABR to determine if there is any performance improvement compared to

UBR, how much is the degree of improvement in performance?, and is it worth the

complexity and the extra cost?.

One may expect that since ABR attempts to avoid loss in the ATM network, the

performance of TCP over ABR will be better than that over UBR. However, this is not

necessarily the case since there are several factors that may lead to degradation of TCP

performance over ABR. These factors include

� Tra�c overhead of Resource Management (RM) cells

� ABR introduces extra queueing stage at the edge of the ATM network (a cell

bu�er after the AAL5 module in the ATM host network interface cards), which

can increase end-to-end delay. While with UBR no such queueing delays are
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experienced at the edge as all tra�c is sent out at peak cell rate which is usually

equal to the line rate. This holds true particularly in the case of end-to-end ATM

networks. However, since most ABR algorithms attempt to keep the ABR bu�er

�ll to a relatively small value, the queueing delay in the switches could be small and

compensate for the delays incurred at the edge. With UBR, on the other hand, the

queueing occurs in the switches along the path. So, the comparison primarily lies

between the queueing delay experienced at the switches in the case of UBR+EPD

and at the edge controllers in the case of ABR. This issue of potential additional

delays needs clari�cation and hence an investigation into the delay behavior is an

important issue.

� The ABR control loop is designed to slow down sources in case of congestion;

however in an internetworking environment (i.e., in the case of non end-to-end

ATM networks), the source that ABR controls is simply a router and there is no

signalling (at least the current standards do not have such a provision) of feedback

to the real tra�c sources (workstations, PCs etc) the rate at which they should

transmit. This means congestion may be avoided in the ATM part of the network

but not for the end-to-end TCP ows, i.e, there are no performance gains as of

the application is concerned.

� The introduction of ABR control loop inside the TCP congestion loop may lead

to undesirable interactions between the two that may degrade performance.

� Finally, for ABR to properly achieve its objectives of high link utilization and of

low loss, many parameters may have to be correctly tuned.

So it is not certain that ABR is the correct service class for TCP applications. Hence, an

extensive study comparing the performance of the two services classes is needed. Also,

though majority of the internet tra�c uses TCP for the transport protocol, signi�cant

portion of the tra�c especially voice and video applications developed for the Internet

are based upon UDP. Examples of applications that use UDP are the Real-Time Protocol

(RTP), SNMP etc. TCP with ATM ow control and with its own implicit congestion

handling mechanism can keep up its throughput in the event of congestion. UDP based
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applications unlike TCP based applications do not back o� or reduce their input rate in

the case of network congestion and interfere with other tra�c. Whether ABR is more

favorable to UDP than to TCP (relative to UBR) is a research issue in itself.

This research conducts a study of the performance of data tra�c sources employing

TCP and UDP protocols over ATM networks with ABR service and UBR service with

Early Packet Discard Schemes. The EPD mechanism proposed in [6] is used in the

studies. For the ABR congestion control schemes, an Explicit Rate algorithm is chosen.

There will be no signi�cant di�erence in the simulation results if we choose to use

other equally promising explicit rate schemes proposed in the ATM Forum [10]. The

motivation for our work is to understand the degree of improvement in TCP performance

using a more expensive ABR congestion control in comparison with a simpler UBR

service. There are a wide variety of parameters viz., topology, algorithm parameters,

feedback delay, round-trip times, TCP parameters etc., that may have a signi�cant

impact on the performance of the ABR and UBR implementations which make it hard

to pursue a thorough simulation study. We devise our simulation framework to take

the load, the number of congested links and the location of the point of

congestion as the parameter space for performance assessment.

We focus our study on a wide area networks(WAN) using two-node and multiple-

node network con�gurations and consider the two cases- 1) the network is homogeneous

i.e., end-to-end ATM and 2) heterogeneous networks consisting of an ATM cloud that

connects various TCP/IP subnetworks (non end-to-end ATM). In summary, the goal is

to make

� Qualitative and Quantitative comparison of TCP performance over the ABR and

UBR+EPD service classes in various WAN con�gurations for both end-to-end

ATM networks and non-end-to-end ATM networks.

� Identify the performance tradeo�s between the two service classes.

� Provide guidelines to service providers based on the identi�ed tradeo�s.

Our performance measures are throughput, e�ciency, fairness index, and gain (if

any) in using ABR over UBR+EPD.
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1.2 Previous Work and Motivation

The problem of evaluating TCP performance over the two ATM service classes - ABR

and UBR has drawn the attention of several researchers [8, 20, 21], but, with few

consensus conclusions so far. Most of the research �ndings may be considered premature

for the following reasons.

1. Majority of the research was too simplistic to draw general conclusions. For exam-

ple, the performance is highly dependent on network topology considered in each

of these studies. Most of the studies so far has been on the two node topology with

conclusions stemming henceforth that one service is categorically better than the

other. It is not appropriate to draw general conclusions without examining more

complex topologies that include multiple nodes, multiple bottlenecks and multiple

classes of tra�c. In our work, in addition to the simple two node con�guration, we

also investigate multiple node con�gurations and consider more realistic scenarios

where background tra�c is present.

2. The speci�c system parameters also vary from study-to-study. It is not surprising

that two di�erent studies using the same topology can come up with opposing

conclusions as they use di�erent parameters for bu�er sizes, loading levels, the

version of TCP and the particular ABR explicit rate ow control algorithm.

3. Most of the reported studies [8, 20, 21] have assumed a simple switch model with

output bu�ering and FIFO queueing. We believe that the switch architecture and

the scheduling mechanism used in the switches could have impact on the results.

A realistic switch model that implements realistic scheduling mechanisms like the

per-VC queueing and weighted round robin scheduling is used in this study.

4. There has been little work on end-to-end tra�c management in the internet-

working environment, where networks are heterogeneous i.e, TCP/IP subnetworks

connected by ATM clouds. In such cases ABR ow control may simply push the

congestion to the edge routers. Hence for a comparison between ABR and UBR

service classes, such cases need to be considered.
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5. Most of the work to-date [6, 18, 19] have reported only throughput as the per-

formance measure. To obtain comprehensive results, performance measures like

throughput, fairness index, cell loss rate, packet loss rate and link utilizations are

addressed in our study.

1.3 Organization of the Thesis

The rest of this document is organized as follows:

� Chapter 2 provides background material on TCP Congestion Control features,

Tra�c Management and Congestion control in ATM networks and issues in inter-

networking TCP/IP with ATM and the performance implications.

� Chapter 3 describes the experimental scenarios and the rationale for the choice of

the experiments.

� Chapter 4 describes the simulation set up, the network con�guration set up, the

simulation model, model assumptions, the simulation parameters and the rationale

of their selection.

� Chapter 5 presents the results of the various experiments and a discussion of these

results.

� Several conclusions from this research are discussed in Chapter 6. Directions for

future work are also included here.
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Chapter 2

Background

2.1 TCP Congestion Control

The TCP/IP protocol suite consists of several protocols for di�erent purposes. The

transmission control protocol (TCP) is the primary transport protocol in the TCP/IP

protocol suite. Since our focus is on the congestion control for TCP over ATM, only

the features connected with the TCP end system ow control mechanisms are discussed

here.

TCP is a reliable, connection-oriented, full-duplex, end-to-end transport protocol

[11] that provides ow controlled byte stream service. The only tool in TCP that

relates to network congestion is the sliding-window ow and error control mechanism.

TCP does not have an explicit mechanism for congestion control[1, 2]. It only provides

end-to-end ow control: ensuring that data is transmitted at a rate consistent with

the capacities of both the receiver and the intermediate links in the network path.

The TCP implicit congestion control mechanism is primarily based on the dynamic-

window adjustment and retransmission timeouts. A sliding window protocol is used

for ow control which allows the sender to transmit multiple packets before it stops

and waits for an acknowledgment (ACK). The sender keeps a record of each packet it

sends until it receives the ACKs. The sender also starts a retransmission timer when it

sends a packet. Upon receiving an ACK, the sender sends more packets within allowed

window size. Timeout occurs when no ACK is received, and the corresponding packet
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is retransmitted. A timeout may occur due to a variety of reasons such as lost packet

or lost ACK or simply due to excessive delay in the network which may occur under

severe network congestion. Here lost segments imply congestion and TCP takes actions

for adjusting the ow into the network. Although the sliding window mechanism is

designed for end-to-end ow control, a number of techniques have been developed and

incorporated into di�erent versions of TCP implementations that enable it to be used

for congestion detection, avoidance and recovery. We briey survey below some of the

most important and widely implemented mechanisms/algorithms.

Slow Start

As mentioned before, TCP uses a window based protocol for ow control. The sender

maintains a variable congestion window (CWND) to control how many segments can be

put into the network at a speci�c time, while the receiver maintains a receiver window

(RCVWND)to tell the sender how many segments it can a�ord. Initially the congestion

window is set to one segment and increased by one segment whenever it receives a

new acknowledgment from the receiver until it reaches the minimum of RCWND and

maximum CWND (i.e min(RCWND, maxCWND), which is normally 65535 bytes) ,i.e,

when sending, send the minimum of the receiver's advertised window (RCWND) and

CWND. This is called the slow start stage of TCP. Unlike its name suggests, the slow-

start algorithm causes the congestion window to increase exponentially. During the

slow start stage the congestion window doubles every round trip time. Note that the

congestion window is ow control imposed by the sender, while the advertised window

is ow control imposed by the receiver [2].

Congestion Avoidance

The Congestion Avoidance algorithm [14] deals with lost packets and has two compo-

nents. Packet loss is detected either by retransmission timeout or duplicate ACKs. After

detecting a packet loss (which is a likely symptom of network congestion), one-half of

the current window size (the minimum of CWND and the receiver's advertised window,

RCWND) but at least two segments is saved in SSTHRESH (Slow Start Threshold)
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Figure 2.1: TCP Slow Start and Congestion Avoidance

and the CWND is reset to one (i.e slow-start). The sender then retransmits segments

starting from the lost one. When this new data is acknowledged by the receiver, the

CWND is increased by one packet for every ACK received until it is less than or equal to

SSTHRESH. After that the CWND is incremented by 1/CWND each time an ACK is

received (in other words CWND increases by one segment every round trip time). This

results in a linear additive increase of CWND. This is called the congestion avoidance.

Figure 2.1 shows the slow start and congestion avoidance stages for a typical TCP

connection.

Fast Retransmit and Recovery

TCP uses a coarse granularity (typically 500ms) timer for retransmission timeout. As

a result, the TCP connection can lose a lot of time waiting for the timeout when it

su�ers segment loss. During this waiting period, TCP neither transmits new packets

nor retransmits the lost packets. Moreover, once the timeout occurs, the CWND is set to

1 segment, which means the connection will take few more round trip times to make full

use of the network link. This will de�nitely result in low e�ciency. As an improvement,

fast retransmit and recovery (FRR) [12] was proposed to enable the connection recover
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from isolated segment loss quickly.

When the receiver receives an out of order segment, it sends a duplicate ACK to the

sender immediately. The purpose of the duplicate ACK is to let the source know that

a segment was received out-of-order, and to tell it what sequence number is expected.

Since it is not certain whether a duplicate ACK is caused by a lost packet or just

reordering of packets, the source waits for three duplicate ACKs to be received which

is a strong indication that a packet has been lost. So, when the sender receives three

duplicate ACKs, it assumes that the segment indicated by the ACKs is lost without

waiting for the retransmission timer expiry. It then performs retransmission of the

missing segment. This is the fast retransmit algorithm. New actions are taken. These

actions are: the sender retransmits the lost segment immediately; the sender reduces

the congestion window to half (plus 3 segments, which correspond to the 3 duplicate

ACKs), and saves the original CWND value in SSTHRESH. Now for each subsequent

duplicate ACK, the sender increases the CWND by one and tries to send a new segment.

The e�ect of these actions is that the sender maintains the connection pipe at half of its

capacity when it is in fast retransmit. For large propagation delay-bandwidth network

environment, such fast retransmit mechanism can help avoiding unnecessary throughput

degradation due to a large retransmission timeout interval. The algorithm �rst appeared

in the 4.3BSD Tahoe release and the subsequent Net/1 release [2].

In 4.3BSD Tahoe version of TCP implementation, the fast retransmit algorithm is

followed by slow start while the Reno version enters the congestion avoidance phase

which is termed the fast recovery.

Without fast retransmit and recovery, every packet loss would cause the data pipeline

to drain completely and would require a slow start action to recover. The fast retransmit

and recovery algorithms have a combined e�ect of recovering from one packet loss per

window, without draining the pipeline. However, more than one packet loss per window

results in a retransmission timeout, pipeline drain and slow-start.
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Figure 2.2: TCP Fast Retransmit and Recovery

Selective Acknowledgment

Fast Retransmit and Recovery works well for just isolated losses. If several losses occur

in a short period of time, the performance of FRR is poor. A new proposal, Selective

Acknowledgments (SACK) [13]works well even under multiple packet losses. A SACK

TCP acknowledgment contains additional information about the segments that have

been received by the destination. When duplicate SACKs are received from the desti-

nation, the sending TCP can reconstruct information about the segments not received

at the destination. When the sender receives three duplicate ACKs, it retransmits the

�rst lost segment, and increases the CWND by one for each duplicate ACK it receives.

After that, whenever it is allowed to send another segment, it uses the SACK infor-

mation to retransmit lost segments before sending any new segments. As a result, the

sender can recover from multiple dropped segments in about one round trip time. Fig-

ure 2.3 shows the case of selective acknowledgment. SACK TCP is not yet implemented

in any operating system.

13



CWND

CWND/2

Fast Recovery

Retransmit
multiple segments

Time

Figure 2.3: TCP Selective Acknowledgment

2.2 Tra�c Management and Congestion Control in ATM

Networks

ATM networks support multiple service classes, which include Constant Bit Rate (CBR),

Variable Bit Rate (VBR), Available Bit Rate (ABR) and Unspeci�ed Bit Rate (UBR)

with di�erent Quality-of-Service requirements. The control of ATM network tra�c is

fundamentally related to the ability of the network to provide appropriately di�erenti-

ated Quality of Service (QoS) for network applications. A primary role of tra�c man-

agement is to protect the network and end-system from congestion in order to achieve

network performance objectives. An additional role is to promote the e�cient use of

network resources. In order for ATM networks to deliver guaranteed quality of service

on demand while maximizing the utilization of available resources, e�ective tra�c man-

agement techniques are needed. Almost every operation in an ATM network has some

kind of tra�c management mechanism.

Two types of Tra�c Management Mechanisms have been proposed [10] for ATM

networks: Preventive and Reactive Control mechanisms. The former corresponds

to Tra�c Control and the latter to Congestion Control. The purpose of tra�c
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control is to avoid/minimize congestion by regulating the di�erent types of tra�c

being carried and ensuring that each type conforms to its expected behavior. The

purpose of congestion control is to see the network can recover quickly and e�ciently

from congestion when it does occur. Connection Admission Control is one of the most

important preventive control functions. To provide a guaranteed QOS, a tra�c contract

is established during connection setup. The tra�c contract speci�es the tra�c class

and the required QoS. CAC provides an algorithm which decides whether a new call

can be accepted or not based on the availability of network resources to provide the

acceptable QOS. Subsequently Usage Parameter Control/Network Parameter Control,

a policing function is conducted to verify that the source adheres to the parameter values

previously declared in the tra�c contract. Other preventive functions such as Tra�c

Shaping, Network Resource Management (NRM) are de�ned [10]. In spite of these

preventive measures, congestion may occur; reactive actions are necessary to minimize

the intensity, spread and duration of the congestion. The ATM-level control structure

has the capability of selectively discarding cells under congestion conditions. However,

congestion control requires considerable exchange of information among the nodes of

the network. This exchange occurs through the headers of the data cells and through

some control cells.

The preventive mechanisms described above constitute the basics of tra�c man-

agement and are adequate for voice and video communications (which constitute the

CBR, rt VBR and nrt VBR service classes). However, they are obviously not su�cient

for data communications. Data sources are extremely greedy and bursty. Further, the

bandwidth requirements for data tra�c is not likely to be known a priori at connection

set up time. Thus some additional mechanism is needed for data tra�c. Originally

it was thought that data services could be classi�ed as Unspeci�ed Bit Rate (UBR)

tra�c, leaving hence the task to higher layer protocols. The latter should detect the

cell losses due to the burstiness of the transmission and adjust then their sending rates

accordingly. Nevertheless the lack of regulation at the ATM layer may result in a very

high CLR (Cell Loss Ratio), which is unacceptable for data applications; at the same

time, the QoS of connections sharing links with UBR tra�c is also degraded: the CLR
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and CDV (Cell Delay Variation) are signi�cantly increased. A new tra�c category was

de�ned: the Available Bit Rate (ABR) class. In ATM networks, the ABR service and

UBR service are used to support non-delay sensitive data applications (e.g. �le transfer,

web access, remote procedure calls, distributed �le service), and they are the two kinds

of "best e�ort" service.

In the following subsections we will describe the features of ABR and UBR in the

context of congestion control.

2.2.1 Available Bit Rate (ABR)

As the name suggests, Available Bit Rate normally uses the available bandwidth. This

is often the left-over bandwidth of the higher priority services which are CBR and

VBR. Though the current standards for ABR service do not require the cell transfer

delay and cell loss ratio to be guaranteed, it is desirable for switches to minimize the

delay and losses as much as possible. The ABR service requires the network switches

to constantly monitor their load and feed this information back to the sources, which

in turn dynamically adjust their input ow into the network. This is mainly done

by inserting Resource Management (RM) cells into the tra�c periodically and getting

the network congestion state feedback from the returned RM cells, which may contain

congestion information reported by the switches and destination. Depending upon the

feedback, the source is required to adjust its transmission rate. Figure 2.4 shows an

ABR tra�c management model. An end-system that adapts its tra�c in accordance

with the feedback will experience a low cell loss ratio and obtain a fair share of the

available bandwidth according to a network speci�c allocation policy.

The ATM Forum Tra�c Management group [10] has standardized a rate-based,

closed-loop ow control model for ABR service. The important features of this ow

control model are presented here. On the establishment of an ABR connection, the end-

system shall specify to the network both a maximum required bandwidth (Peak Cell

Rate PCR) and a minimum usable bandwidth (Minimum cell rate, MCR). The MCR

is guaranteed by the network to the VC. Most VCs use zero as the default MCR value.

However, for an ABR with higher MCR, the connection may be denied if su�cient
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Figure 2.4: ABR Tra�c Management Model

bandwidth is not available. The bandwidth available from the network may vary but

shall not become less than MCR. The source end system (SES) is allowed to send data

at the Allowed Cell Rate (ACR) which is less than the negotiated PCR. Immediately

after establishing a connection ACR is set to an Initial Cell Rate (ICR), which is also

negotiated with the network. The source sends an RM cell after transmitting every

Nrm-1 cells (default Nrm value is 32). The RM cell contains a current cell rate (CCR)

�eld initialized with the current ACR, an ER �eld, a CI bit, NI bit and few other �elds

which are not relevant to the discussion here. Feedback is provided to the SES that

indicates at what rate a source is allowed to transmit. The switches in the network

send this feedback by modifying the �elds in the RM cells. There are two modes of

feedback possible here: binary mode and explicit rate mode. In binary mode, a

switch indicates whether it is experiencing (or about to experience) congestion or not by

setting the CI or the NI bit. With explicit rate mode, the switches signal explicitly

by setting the ER �eld in the RM cell at what rate the source is allowed to send; this

rate is usually calculated so as to obtain optimal utilization of network resources and

fairness between sources. The RM cells return to the sources carrying the minimum

value of ER set by all switches on the path. The ER mode involves more complexity
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in the switches but o�ers better performance and avoids the oscillatory behavior that

the binary mode is prone to. Both schemes require an algorithm running in the switch

to decide what feedback should be sent to the source. The switch algorithm and its

parameters are chosen freely by the switch vendors, and are not standardized by the

ATM forum. In both the modes, a variety of parameters determine the exact behavior

of the ABR algorithm making performance modeling and analysis di�cult. When the

source receives the RM cell from the network, it adjusts its ACR in accordance with the

feedback received (whether in the form of ER or CI/NI). The ATM forum has de�ned a

fairly complex set of rules as to how a source should respond to the feedback. When there

is steady ow of RM cells in the forward and the reverse directions, there is a steady

ow of feedback from the network. In this state, the control loop has been established

and the source rates are primarily controlled by the network feedback (closed-loop

control). When the source transmits data after an idle period, there is no reliable

feedback from the network until after one round trip time. Hence for one round trip

time, the source rates are primarily controlled by the ABR Source rules. Once the

control loop is established the open-loop is replaced by the closed loop control. Since

bursty tra�c consists of busy and idle periods, open-loop control may be exercised at

the beginning of every burst. Hence source rules assume considerable importance in

ABR ow control. For a detailed description of the source, switch and the destination

behaviors for ABR Flow Control, the readers are referred to [10]

It should be noted that both ABR data tra�c and the available bandwidth for ABR

are variable. Even though the average bandwidth is enough for an ABR connection in

the long run, if there is not enough bu�er to bu�er the bursty tra�c (either from VBR,

which reduces the available bandwidth, or ABR itself, which requires more bandwidth),

too many losses will result in low performance. For TCP over ABR, the switch bu�er

requirements and the proper tuning of the ABR algorithm and its parameters assume

importance in order to maintain low cell loss rate and high performance.
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2.2.2 Unspeci�ed Bit Rate (UBR)

UBR service is designed for those data applications that want to use any left-over

capacity and are not sensitive to cell loss or delay. Such connections are not rejected on

the basis of bandwidth shortage and not policed for their behavior. Congestion control

for UBR may be performed at a higher layer on an end-to-end basis. The switches almost

do nothing for congestion control. They simply discard cells or packets whenever there

is overow.

The UBR service provides no speci�ed bit rate, no tra�c parameters and no quality-

of-service guarantees. It o�ers only "best e�ort" delivery with no guarantees regarding

cell loss, cell delay or cell delay variation. Devised originally to make use of excess

bandwidth, UBR o�ers partial but inadequate, solution for those unpredictable bursty

applications that don't readily conform to tra�c contract parameters.

UBR's biggest de�ciencies are its lack of ow control and inability to take other

tra�c types into account. When the network becomes overloaded, UBR connections go

right on transmitting. Network switches can bu�er some of this incoming tra�c, but

once bu�ers are full, cells are dropped. And because UBR connections have no tra�c

management contract with the network, theirs are the �rst cells to be dropped. UBR

cell loss can be so high that "goodput" can easily fall to below 50%, an unacceptable

level.

The UBR service may be enhanced by using intelligent drop policies in the switches.

For TCP over UBR, these cell dropping policies and the switch bu�er requirements are

very important factors that inuence performance.

2.3 TCP over ATM

In internetworking TCP/IP with ATM, network layer issues need to be distinguished

from transport layer issues. Address resolution, routing and multicast support are the

great challenges of the network layer that form an important research area. The trans-

port layer issues concern with the interoperabilty of TCP/IP's transport protocols viz

TCP and UDP, with ATMs transport layers. The issue here is mainly the tra�c man-
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agement and congestion control. Hence, in the discussion here, we are only concerned

with the transport layer and congestion issues.

TCP over congested ATM network has arbitrarily low throughput performance [6,

16]. The dynamics causing this poor congestion behavior are explained below. Some of

the throughput issues are rooted in the TCP protocol itself while others are due to the

transport of TCP over ATM. In addition, the host characteristic such as the CPU and

memory speed, operating system, system parameters and load often impose a limiting

factor on the throughput.

TCP Packet Segmentation

One of the implications of carrying TCP tra�c over an ATM network is that the ATM

network will segment a packet into several smaller cells. Since the decision to drop data

units when bu�ers �ll up in switches and multiplexers is done on a cell by cell basis,

fragments of packets can get dropped. This leads to the following two problems.

� Fragmentation Problem: When only a few cells from a packet are dropped,

then the remaining cells of that packet form a fragmented packet. This fragmented

packet will continue to be transmitted though the network towards the destination.

Since the entire packet will be retransmitted anyway by TCP, the transmission

of the fragmented packet constitutes a waste of bandwidth. The fragmentation

problem is made worse by any factor that increases the number of cells dropped

at the switch, such as small bu�ers, large TCP packets, increased TCP window

size, or an increase in the number of active connections. Nevertheless, it should

not suggest that the problem can be completely solved by appropriate settings

of these parameters. Large bu�ers can result in unacceptably long delay; the

bene�cial e�ect of small windows, small packets or large bu�ers can be o�set if

the number of contending connections increases.

� Scattered Loss Problem: Consider the situation in which multiple cells are

discarded from an overowing bu�er, and these cells belong to several di�erent

packets. This is essentially equivalent to having dropped all of the relevant packets
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since they will all need to be retransmitted. If the number of cells dropped is less

than one packet size, then clearly it is preferable to drop one packet rather than

many. This is called the scattered loss problem since the cell losses are scattered

across many packets.

Synchronization e�ect

TCP window adaptation mechanisms are a�ected by increase in cell loss (and hence

packet loss) due to ATM fragmentation of packets into cells. In many cases, multiple

cells from di�erent segments are dropped at one time due to congestion (the scattered

loss problem mentioned above). When a packet loss occurs, the TCP slow-start and

exponential back-o� algorithm [14] are invoked which cause the TCP window size to

decrease to a small number and the retransmission timeout to increase to a large number

respectively. When multiple cells are discarded at the ATM switch, since cells from

di�erent packets are usually interleaved at the switch, these could more likely be from

di�erent packets belonging to di�erent TCP connections using the network at the same

time. Several TCP connections could then become synchronized, go through slow start

at roughly the same time and wait to retransmit at roughly the same time. This can

cause the network performance to oscillate. It can become congested when all the

connections retransmit and become idle again when none of them transmit (all waiting

for a retransmission timeout). This will result in a signi�cant degradation in the TCP

throughput.

Retransmission Timer Granularity

TCP/IP's control mechanism does not have the necessary granularity to perform well

when losses occur at the ATM cell level due to switch bu�er overow. TCP tra�c is

very bursty. With small switch bu�ers, much less than the TCP window size, TCP

sends small bursts of data separated by pauses [17]. These pauses are due to retrans-

mission time-outs caused when TCP's window exceeds the switch's bu�er space and the

switch drops cells (and hence packets). Since TCP's minimum timeout is 500ms (few

implementations have a 200ms granularity [12]), TCP spends far more time waiting to
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retransmit than it does sending data. This inactivity period of TCP results in signi�cant

underutilization of the link. Thus in a high-speed low propagation delay environments

such as the ATM LANs, a large TCP granularity contributes to poor TCP performance.

On the contrary if the granularity is too small, then unnecessary retransmissions will

occur again degrading the TCP throughput. However, some TCP implementations [12]

are relying less on the timer (e.g. Reno TCP), so the situation is improved to some

extent.

While the factors discussed above explain why TCP performance over an uncon-

trolled ATM network is poor, in general, the performance is a function of a number of

factors which can be broadly put as being protocol considerations, host consider-

ations and network considerations.

Protocol Considerations: The speci�c implementation of the protocol and the pro-

tocol overhead places an upper bound on the throughput performance. Such factors

include the ine�ciency due to MTU (Maximum Transfer Unit) size and the TCP win-

dow management. In most cases, however, these limiting factors can be avoided with

careful tuning and occasional modi�cations to the system parameters. Large MTUs

are a performance disadvantage, due to increased number of wasted cells that the con-

gested link transmits when the switch drops a single cell from one packet, though the

processing overhead at end-nodes is less with large packets. The use of small MTUs

minimizes the number of cells to be retransmitted in the case of packet discard, but it

limits the throughput due to excessive overhead and increased packet processing. The

typical maximum window size of 64KB or less, severely limits throughput for long ATM

connections. Nevertheless, it is possible to extend the maximum allowed TCP window

size, as it is provided as system option by some operating systems.

Host Considerations: The host characteristics such as the processing speed (CPU),

memory speed, operating system, system parameters and load, bu�ering capabilities

at the ATM interface often make the host as the limiting factor when transmitting or

receiving over a high-speed network.

Network Considerations: Factors such as propagation delay, switch bu�er sizes, link
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speeds, bandwidth mismatches, and congestion control methods in the network will

determine the throughput that can be expected.

Our study will focus only on the network consideration issues speci�cally the poten-

tial capabilities of the ATM layer congestion control mechanisms for supporting TCP

tra�c and we hence set the other parameters to their optimal values so that they do not

form a bottleneck in introducing any kind of uncertainty for investigating our objective.

2.3.1 TCP over UBR

When TCP is used over UBR, there is only one control mechanism that is active: the

TCP control. UBR provides no control other than responding to congestion by dropping

cells. As was mentioned before UBR provides no guarantees as related to cell loss or

delay. Hence the performance of TCP over UBR depends greatly on the dropping

policies used in the switches and the switch bu�er sizes. With UBR, the performance

is very poor due to the e�ect of the fragmentation loss. UBR+EPD improves the

throughput performance, but can result in signi�cant unfairness. Early Packet Discard

(EPD) [6] reduces packet loss in congested bu�ers and the amount of resource wastage

from cells belonging to corrupted packets (packet which has lost at least one cell). EPD

works by accepting cells into the bu�er if either the bu�er occupancy is less than a

certain threshold (called EPD threshold) or if other cells belonging to the same packet

have already been in the bu�er. Several other dropping policies have been proposed

and a number of enhancements to EPD have also been suggested, however they do not

form a subject of our study, hence details of these schemes are not provided here.

The only degree of freedom to control tra�c in UBR is through bu�er allocation

(which includes cell drop policies). ABR has additional degrees of freedom in terms of

switch schemes and source parameters.

2.3.2 TCP over ABR

The assessment of TCP performance over ABR is even more complex than the TCP-

UBR case and it is di�cult to make general conclusions. We will highlight here some of
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the design issues involved. Since both TCP and ABR have their own mechanisms for ow

control (in terms of TCP) or congestion control (in terms of ATM), running TCP over

ABR is normally controlled by both sets of mechanisms. In TCP, the maximum tra�c

is controlled by the congestion window (CWND), while in ABR, the tra�c is controlled

by Minimum Cell Rate (MCR), Peak Cell Rate(PCR) and Allowed Cell Rate(ACR). A

key factor that impacts user and network performance for TCP over ABR is how well

the tra�c management mechanism used in TCP end system and ATM end system and

switch mesh together in providing good end-to-end performance.

ABR E�ects on TCP ows

When TCP operates over the ABR service, there are two control algorithms active - the

TCP window based control running on top of the ABR control [19]. Data which uses

TCP is controlled �rst by the TCP "slow start" procedure before it appears as tra�c

to the ATM layer. Suppose there is a large �le transfer running on top of TCP. When

the �le transfer begins, TCP sets its congestion window to one. The congestion window

increases exponentially with time. Speci�cally, the window increases by one for every

ACK received and over a round trip time, the congestion window doubles its size.

As shown in Figure 2.5, at the ATM layer, the TCP tra�c is considered bursty.

Initially, there is a short active period (the �rst packet is sent) followed by a long

idle period (nearly one round-trip time, waiting for an ACK). The length of an active

period doubles every round trip time and the idle period reduces considerably. Finally

the active period occupies the entire round-trip time and there is no idle period. After

this point, the TCP tra�c appears as a continuous tra�c stream at the ATM layer.

When su�cient tra�c load is not experienced in the ATM switches, the switch ABR

algorithms typically allocate high rates to the sources. This is likely to be the case when

a new TCP connection starts sending data. The �le transfer data is bottle-necked by

the TCP congestion window size and not by the ABR source rate. In this state, the

TCP sources can be thought of as being window limited.

The TCP active periods (windows) double every round trip time and eventually load

the switches and appear as continuous tra�c at the ATM layer. The switches now give
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Figure 2.5: Nature of TCP tra�c at the ATM layer

feedback asking the sources to reduce their rates. The TCP congestion window is now

large and increasing. Hence it will send data at a rate greater than the source's allowed

sending rate. The �le transfer data is bottle-necked by the ABR source rate and not by

the TCP congestion window size. In this state, the TCP sources are rate-limited.

The ABR queues at the switches start increasing when the TCP idle times are not

su�cient to clear the queues built up during the TCP active times. The queues may

increase until the ABR source rates converge to fair-share values as computed by the

ABR algorithm. Once the TCP sources are rate-limited and the rates converge to

optimum values, the lengths of the ABR queues at the switch will start decreasing.

TCP achieves maximum throughput over ABR when there is no cell loss.

2.4 UDP over ATM

UDP is an unreliable transport protocol, typically used by real-time voice and video

applications on the Internet and some applications like the Network File System(NFS)

and Simple Network Management Protocol(SNMP). When UDP is used over ATM,

the same fragmentation problem as in the case of TCP occurs, though the other e�ects

discussed under TCP do not occur. Unlike TCP, UDP does not have any ow or conges-

tion control features. When UDP is used over ABR, clearly an improved performance
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is expected because of the rate control of the ABR mechanism. UDP over UBR+EPD,

on the other hand can give slightly better performance compared to UDP over ATM

without any congestion control features.
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Chapter 3

Experimental Framework

As was mentioned in Chapter 1, the goal of the study has been to make a comparison of

the ABR and UBR+EPD services for TCP and UDP applications. In order to be able

to make a fair comparison, the primary focus of the work was to design the range of

experiments to clearly identify the conditions under which ABR or UBR+EPD would

outperform the other. This Chapter discusses the design of the experimental scenarios,

the rationale for the selection, the issues involved and the performance measures.

3.1 Experimental Scenarios

In order to do the performance evaluation, two sets of network environments have been

chosen:

� End-to-End ATM networks i.e the network is homogeneous.

� Non end-to-end ATM networks i.e networks in which TCP/IP clouds are inter-

connected by an ATM cloud.

Figures 3.1 and 3.2 show the networks of the experimental scenarios. In an end-to-

end ATM network, the TCP source and the destination are directly connected to the

ATM network. In such a scenario, if ABR service is used, the source (the ATM Network

Interface Card) can only send out data at the rate indicated by the network i.e., at the

rate limit imposed by the ABR scheme. This can be thought of as a direct control of
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TCP sources by the ABR scheme. Any data that is sent by the TCP source in excess of

the allowed rate is queued in the host's send bu�er and is not queued in the ABR end

system bu�ers. When there is no more space in the send bu�er the sending TCP process

is put to sleep in the sending host because TCP does a blocking send and the data will

go out of the TCP host's local disk to the ATM ABR NIC bu�er only when there is

su�cient space in the bu�ers. In such cases, the network interface cards or the ABR end

systems need not have large bu�ers. Also, since the ABR control algorithms are usually

well-designed to maintain small queues in the switches, the switch bu�ers also need

not be large. Since the ABR mechanism was designed to share the available bandwidth

fairly and e�ciently among the connections, fairness and e�ciency would be guaranteed.

Also, as cell loss is minimized, the e�ect of fragmentation becomes negligible. In essence,

in such cases, it is expected that ABR should outperform UBR+EPD. Our �rst set of

experiments have been designed to verify this hypothesis.

While the end-to-end ATM network model allows us to test and compare the two

services ABR and UBR+EPD in a simple way, these can only be seen as partially

realistic. As the introduction of ATM will not cause other existing networks to just

disappear, a more realistic model needs to consider the emergence of ATM provision in

only some parts of TCP/IP based networks like the Internet. The second set of our ex-

periments were designed to evaluate the performance of TCP in an internetwork where

the end systems are connected to legacy LANs such as Ethernet or Token Ring, with

the LANs interconnected through a wide area ATM network. In such a model, ATM

can be considered to be used only as a backbone where an ATM cloud interconnects the

various TCP/IP subnetworks (Figure 3.2). Supporting end-to-end Quality of Service

and Tra�c Management become important issues in these cases. In such internetwork

environments, the ATM control mechanisms viz., the ABR and UBR+EPD are appli-

cable to the ATM subnetwork while the TCP ow control extends from end-to-end.

If ABR service is used in the ATM subnetwork, then the edge routers' ATM network

interface card (NIC) connecting the TCP/IP sources with the ATM cloud become the

virtual ABR sources and control the transmission rate into the ATM subnetwork. The

edge routers NIC may not be able to directly ow control the TCP sources except by
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dropping cells. In such cases, it is expected that ABR simply pushes congestion to the

edge of the ATM network. The data sent by the IP source increases the NIC bu�er

occupancy and if the IP source is not noti�ed of the NIC bu�er's congestion, the bu�er

will overow. The IP router at the edge of the ATM cloud acts as a barrier to the

feedback from the network to the source, e�ectively defeating the purpose of the ABR

mechanism by hiding the network congestion signals from reaching the end host. ABR

expects the tra�c sources to control its output rate in accordance with the feedback.

But in this LAN interconnection or the non-end-to-end ATM model, though the edge

routers ATM NIC will respond to the feedback and reduce its input rate into the ATM

network, the IP source will not do so as the TCP sources feeding data into the IP router

are not receiving this feedback and continue to send out data. The TCP source will

only start to drop its rate after cell loss occurs in the edge router's ATM NIC, in turn

resulting in a packet loss. Without special bu�er management schemes the connection

which �nally has its packets dropped will not necessarily be the one whose rate was

lowered by the ABR mechanism, leading to wrong connections decreasing its window

size and output rate. This is particularly true when there are multiple TCP connections

owing through the same router. In summary, even if the ATM subnetwork is kept free

of congestion by the ABR ow control, the end-to-end performance perceived by the

application may not necessarily be better. Though the ABR rate control may allocate

bandwidth fairly among the connections at the ATM level, the e�ective use of the al-

located bandwidth by TCP is not guaranteed. This is basically a mismatch between

the ABR mechanism which relies on the explicit rate feedback, and the TCP congestion

control mechanism, which relies on the implicit feedback in the form of packet loss. This

problem becomes more serious especially in the case of more stressful conditions such

as a high-speed WAN. We may question the bene�ts of ABR in such cases and argue

that UBR+EPD might be equally e�ective or even better and much less complex than

ABR. Hence for a fair comparison between ABR and UBR+EPD, we have conducted

experiments in the non end-to-end ATM network scenarios as well in order to verify the

above analysis and hypothesis.
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In each of the scenarios described above, we have further experimented with di�erent

network con�gurations for the ATM subnetwork. The details of the speci�c network

con�gurations and the speci�c issues that each of these have been designed to address

are provided in Chapter 4.

3.2 Issues Addressed

While the comparison of the two service classes could be done by varying a wide variety

of parameters such as the TCP parameters, bu�er sizes, feedback delays, round-trip

times, algorithm parameters etc, and the parameter space is in fact very large, this

work explored the dependency of the performance of ABR/UBR+EPD with UDP/TCP

sources with respect to

1. Number of Connections or equivalently, load on the ATM network

2. Number of Congested links

3. Location of the Congestion Points.

3.3 Performance Measures

The performance metrics used in the study are de�ned below.

1. Goodput:

Aggregate Goodput(Mbps) = Sum of goodputs of individual connections:

The TCP goodput is measured at the destination TCP layer and is de�ned as the

total number of good packets received at the destination application over certain

duration of time. Goodput does not include packets that are part of retransmission

or an incomplete packet. Also the the loss of throughput due to partially �lled

ATM cells is ignored in the goodput computations.

2. E�ciency:

Efficiency(%) =
Aggregate Goodput

Maximum Theoretical Goodput
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Where Maximum Theoretical Goodput is the maximum throughput measured at

the TCP/UDP layer that can be achieved on an OC-3c link accounting for all the

information overheads.

Accounting fot the information overheads the maximum theoretical goodput achiev-

able with UBR on an OC-3c link is 134.513 Mbps while with ABR it is 130 Mbps,

due to the RM cell overhead. In all the e�ciency values reported in this study,

these values are used for the denominator.

3. Gain in E�ciency: We de�ne gain as the gain with ABR relative to UBR. Thus,

Gain =
Efficiency with ABR

Efficiency with UBR+EPD

4. Fairness Index: For a service provider who provides quality-of-service to di�erent

classes of users at the same time, guaranteeing fairness is equally important as

achieving a high e�ective goodput. With multiple users sharing a common link,

it is very important to consider the fairness among the contending users.

We have used Fairness Index as de�ned in [19] as measure of the fairness.

FI =
(
P
xi)

2

n �
P
xi

2

where xi = Goodput of the ith TCP source

n = number of TCP/UDP connections sharing the bottleneck link.

A value of FI = 1 implies perfect fairness. FI is a normalized measure of the

dispersion of the values of xi.

5. Link Utilization: Measured for the bottleneck links and represents the amount

of bandwidth on a link that is actually used. It is the cell-level link utilization and

represents the link bandwidth used by both good and bad cells. It is reported as

the percentage of the link bandwidth that is utilized.

6. Cell Loss Ratio: It is de�ned as

CLR =
Number of cells lost

Total number of cells transmitted during the simulation

Mean of the per-connection CLRs are reported.
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7. Packet Loss Ratio: Packet loss ratios have been measured as the ratio of the

number of packets lost to the number of packets sent out by the source during the

simulation.
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Chapter 4

Simulation Setup

Simulation models enable the performance evaluation of a system when mathematical

methods are not available and experiments on the actual system are impossible or

impractical. Evaluating the performance of TCP/IP over a high speed ATM WAN with

ABR congestion control is not possible yet, since currently there are no ATM networks

providing the ABR service. Also it is not feasible to develop mathematical models

of such high speed networks. We therefore have carried out our investigation using

simulation techniques.

This Chapter gives a description of the network models, con�gurations and the

simulation parameters used in the study. All our simulation experiments are on a Wide

Area Network (WAN). Experiments on a wide area network are especially important

since the performance of TCP/IP over ATM is more sensitive in a wide area environment

than on a local area environment. Also since LANs have shorter feedback delays and

ABR control is quite e�ective in LANS, some properties of the ABR control mechanism

may not be clearly observed in LAN con�gurations.

The simulation tool we used is the OPNET modeler tool [24]. OPNET allows the

de�nition and modeling of a communication network in a hierarchical manner. At the

highest level, the network topology and the connectivity are de�ned, along with several

network parameters. At the next level, the protocols being used by each node as well

as the way they communicate with each other are de�ned. Finally at the lowest level,

the behavior of all the modules used in the network can be described using a state-
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machine representation. Each state in the state machine is described using C-language

statements. The following sections describe the network con�gurations, tra�c models,

simulation parameters and the experiments performed.

4.1 Simulation Model

4.1.1 Network Models

An important element of a network protocol simulation is the choice of a suitable net-

work topology. Di�erent con�gurations highlight di�erent aspects of the communica-

tion. The network models used in the simulation are described below. These network

models constitute the ATM subnetwork in the homogeneous (end-to-end ATM) and the

heterogeneous environments (non end-to-end ATM) mentioned in Chapter 3. For the

heterogeneous environments, no speci�c technology is assumed for the legacy LANs,

they are simply modeled as a single FIFO.

Two Node Con�guration

Figure 4.1 illustrates the simulation model of a network with �ve connections. In this

con�guration there are two ATM switches connecting 5 TCP/UDP sources on one end

to 5 TCP/UDP destinations on the other end (all of them pass through the same output

port of the �rst switch). Each TCP/UDP host is connected to an ATM NIC component

which performs ATM adaptation layer for data sources (AAL5) including segmentation

and reassembly (SAR) of TCP/UDP packets. The ATM NIC component in addition

has a cell bu�er which performs the functions of a virtual ABR source and is equivalent

to the ATM Forum's ABR source end system (SES). The service rate of this queue

is determined by the ABR algorithm and so signi�cant queues may develop when the

available bit rate is low. For UBR service, no queueing occurs in this module since all

tra�c is sent out at peak cell rate (PCR) which is usually equal to the line rate. The

two ATM switches perform cell switching between their input and output ports. The

switch architecture used is a non-blocking output bu�ered switch. On the receiving

side, cells are reassembled and passed to the TCP/UDP destinations.
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This con�guration has a single point of congestion and a key objective of this model is

to remain fairly simple for simulation purposes. Although the two node topology is

rather simple it is useful in clearly understanding the performance dynamics

and to evaluate the performance as a function of number of TCP/UDP

connections. We use this topology as the baseline as it helps to obtain a clear picture

of the dynamics of the network.

Figure 4.2 illustrates the network model for the non-end-to-end ATM scenario when

there are multiple ows through the router.
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Figure 4.2: Non-End-to-End ATM Scenario: Two Node Con�guration

We have not modeled the detailed IP and SONET models as their impact is captured

by simply accounting for their information overhead. We avoided the need for a SONET

model at the physical layer by reducing the OC-3 link speed from 155.52 Mbps to 149.76
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Mbps. A detailed IP model has also not been used because the IP routing functionality

is not needed to evaluate performance of ATM networks. The IP MTU sizes are chosen

in a such a way that no segmentation and reassembling is necessary at the IP layer.

However in the simulations on heterogeneous networks (non end-to-end ATM), the IP

router is modeled as a single FIFO queue that bu�ers the TCP packets. We also

assumed that the physical links are perfectly reliable and error free so that packet/cell

losses occur only due to congestion in the switches.

In the rest of the �gures in this section, for the sake of simplicity, instead of il-

lustrating the details of the components, the TCP and the ATM NIC components are

grouped into a single module. Also when modeling the inter-networking environment

where TCP/IP clouds are connected through the ATM cloud, the same topology is re-

tained for the ATM network part. However, the TCP sources, would now feed tra�c

into the ATM network through a router instead of directly through the AAL5. The

router could multiplex multiple TCP ows. The �gures with the routers are not shown

separately, as the topology is retained.

Multiple Node Con�guration 1 (MNC1)

In real networks, if there is congestion it is likely to occur in multiple locations rather

than in one single switch and the con�guration shown in Figure 4.3 accommodates

these situations. In this con�guration there are four ATM switches each carrying four

VCs. Both VCs 1 and 2 traverse multiple congested switches whereas each of the

remaining VCs only traverse a single congested inter-switch link. Each link is traversed

by 4 di�erent VCs and a fair allocation would result in each VC utilizing 25% of the

bandwidth. We use this simple con�guration to compare the fairness characteristics

of ABR and UBR+EPD for VCs passing through multiple congested switches. Note

that the level of congestion in each of the switches is the same, as all the switches are

carrying the same number of VCs. The circles represent a TCP or UDP source and we

are interested in the throughputs of the VCs 1 and 2 that intermixes with cross-tra�c

at each ATM switch. All the links are of the same capacity. The round-trip delay in

this con�guration is 60ms. By varying the number of ATM switches along the path,
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we can evaluate the performance as a function of the number of congested

links/switches. Figure 4.3(a) shows the con�guration with 3 links and Figure 4.3(b)

shows the con�guration with 'N' links.

Multiple Node Con�guration 2 (MNC2)

Figure 4.4 shows the second type of multiple node con�guration we used in our study.

This con�guration consists of 4 switches and 10 Sources. Background VBR tra�c ows

through Link 2. This con�guration is used to study the performance as a function of the

location of the congestion point speci�cally when congestion occurs in a downstream

node.

4.1.2 Tra�c Models

1. TCP Source: The tra�c model for TCP is a greedy (in�nite) tra�c source i.e.,

the source has always data to send. This model makes the application transparent,

to better reveal the TCP behavior. However, due to TCP window constraint, the

resulting tra�c at the ATM layer will not be continuous and presents a variable

load. Each TCP connection tries to send as much data as fast it can, i.e., all our

TCP sources are persistent ones that generate packets at the link rate, as long as

they are allowed to do so by the window mechanism, i.e., the sources can increase

their sending rates up to their respective maximum transmission windows. The

greedy tra�c sources or the in�nite tra�c sources represents the worst case for
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creating congestion, though they may not represent typical network tra�c.

Here we have used the TCP-Reno version. The Reno version implements both the

fast retransmit and the fast recovery algorithms.

This model features the following TCP ow and congestion control features :

� Enhanced Retransmission Time Out(RTO) estimation based on both the

mean and variance of the measured RTT [14]. A gain of 0.125 is used for the

RTT estimators and a gain of 0.25 is used for the mean deviation estimators.

� Exponential Timer Backo�: Timeout value is doubled for each retransmis-

sion, with an upper limit of 64(This doubling is termed exponential backo�

[2]).

� When a timeout and a retransmission occur, the RTT estimators are not

updated when the acknowledgment for the retransmitted data �nally arrives,

i.e., A new RTO is not calculated until an acknowledgment is received for a

segment that was not retransmitted (Karn's algorithm) [2].

It is assumed that the sender's congestion window and receiver's advertised win-

dow sizes are always identical. Also the simulation is based on packet entities

rather than on the byte streams as in the actual TCP implementations. Such a

packet based approach is simpler and is believed to be su�cient enough for inves-

tigating the dynamic behavior of the TCP and related ow and congestion control

algorithmsi.

2. UDP Source: The UDP source has been modeled as a greedy source which

generates packets at a constant rate. The packet size distribution and the inter-

arrival times are chosen to be constant.

3. Background VBR Tra�c: In order to observe the performance dynamics in

the presence of non-ABR/non-UBR tra�c, a background load is used in some

of the experiments. This non-ABR/non-UBR tra�c has priority over ABR/UBR

tra�c. The background VBR source is an ON-OFF source with exponentially dis-

tributed ON times and exponentially distributed OFF times (a two state Markov
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Modulated Source). When ON the source transmits cells at PCR which is set as

a �xed percentage of link rate and no cells are transmitted when OFF. In order

to obtain the su�cient rate to �ll an OC-3c link, and to achieve the e�ect of

statistical multiplexing, a number of such sources are multiplexed together.

While this simple model may not be representative of real VBR tra�c on

networks, it does introduce a reasonable degree of variability in the usable ABR

bandwidth.

4.1.3 ATM Host Interface (NIC) Models

The host interface model (Figure 4.5) consists of two components - 1) AAL5 processor

which performs ATM Adaptation Layer for data services viz segmentation and reassem-

bly(SAR) of TCP packets. The SAR rate is set to the line rate. 2) a cell bu�er (hereafter

referred as the Edge Controller) which performs the functions of a virtual ABR source

when ABR service is used for the ATM network and when UBR service is used, this cell

bu�er simply serves cells at peak cell rate of the UBR source (usually equal to the line

rate, so that there is never any queue build).

Edge Controller: The edge controller connecting the TCP/IP sources with the ATM

Network is modeled as virtual ABR source and the ATM cloud is connected to the

TCP/IP destinations through virtual ABR destinations. This virtual ABR source as-

sumes the behavior of an ABR source end system as speci�ed in [10] and is modeled

as a simple FIFO. That is, the virtual source sends a resource management (RM) cells
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every Nrm data cells and the segmented TCP packets that arrive at the virtual source

are not simply passed on to the ATM cloud but are sent with the rate indicated in

the backward RM cells (i.e., the service rate of the FIFO changes dynamically with the

feedback rate received in the BRM cells). The backward RM cells that arrive at the

virtual source are then removed from the connection. At the other end of the connection

the virtual destination assumes the behavior of an ABR destination. Incoming RM cells

are sent back to the originating virtual source and the data cells are passed over to the

reassembly modules. There, the ATM cells are reassembled into TCP packets and are

passed to the TCP/IP subnetwork. The behavior of the virtual ABR source is based on

the use of ER scheme in the ATM network (It is assumed that the parameters CI and NI

have no impact on the algorithm, it is a pure ER algorithm). Hence, there was no need

to implement the binary mode rules of the SES, as binary mode ABR algorithms were

not considered in this study. The model also features generation of out-of-rate RM cells

when the allowed cell rate (ACR) is very low. However, in all our simulations, there

was never a need for generating out-of-rate RM cells since ACR was never driven down

to zero. Even when there was background VBR tra�c, we always had some bandwidth

left for ABR.

In the case of TCP over UBR simulations this Edge Router simply serves the purpose

of a UBR End System and serves the cells at PCR of the UBR End System. If this

PCR is equal to the line rate or the segmentation rate of the AAL5 modules then the

source queues do not build up at the UBR End System, since all tra�c is sent as soon

as it arrives.

When modeling a host station connected directly to an ATM network (the homo-

geneous network environment), each TCP connection has its own edge controller and

thus has its own ATM VC. When modeling the heterogeneous network environment

(TCP/IP clouds interconnected by an ATM cloud), multiple TCP connections feed into

a single ATM edge device (i.e the interface to the IP router) and will appear as a single

VC at the ATM layer.

Figures 4.6 show the model of an IP router with ATM interface. This model is used

in the simulation of heterogeneous networks (for TCP/IP over ATM backbone). The IP
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Figure 4.6: Model of an IP Router with ATM Network Interface

router is modeled as a FIFO queue which bu�ers the incoming TCP packets and serves

them at line rate.

4.1.4 Switch Model

The ATM switches used in our network model are output bu�ered switches. Two stages

of output bu�ering are supported, at the switch fabric and at the network interface

modules. The switch fabric has four FIFO queues scheduled on a strict priority basis

with CBR getting the highest priority, followed by VBR, ABR and UBR. Each output

port supports per-vc queueing. The VBR VCs are given higher priority over ABR or

UBR VCs. The individual VCs within a service class are served in a round-robin fashion.

4.2 Simulation Parameters

This section gives the system parameters used in the study and also the rationale for

some of the parameter selections.

� Topological Parameters

Link Capacity = 149.76Mbps (OC-3c after SONET overhead)

Propagation Delay = 5 �s/Km.

Distance from end-systems to switches = 10Km = 50�s delay.

WAN1 : Switch-to-Switch Distance D2 = 1000 Km = 5 ms delay per link

1
Round Trip time does not include the distance between the end systems and the switches which is

assumed to be negligible
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� TCP Parameters

TCP type = Reno

MSS = 9140 bytes

Maximum Receiver Window size = 178KB = 20 segments (for an RTT of 10ms),

256 KB for an RTT of 60ms. (In experiments with higher round-trip delays, the

window has been chosen large enough to �ll the pipe)

Timer granularity = 200 ms

TCP Processing delay = 300 �s

Initial RTO (max RTO) = 0.5 s

Initial RTT (for the RTT estimator) = 0

Initial Mean Deviation of RTT = 3 * Timer granularity

Congestion Avoidance Mode = Linear

� UDP Parameters

Segment Size = 9140 bytes

Transmission Rate (unpaced) = 149.76 Mbps (= line rate)

Packet Size Distribution = Constant

Interarrival Distribution = Constant

� IP Parameters

MTU size = 9180 bytes (default for Classical IP over ATM)

Service rate = OC-3c (line rate)

� AAL5 SAR Parameters

Segmentation Rate = 149.76 Mbps ( = line rate)

� UBR End System Parameters

PCR2 = 149.76 Mbps

� ABR End System Parameters

The ABR source end system parameters are shown in Table 4.1. In order to be

2
In order to be able to exploit as much of the available ATM resources as possible we set the PCR

to the link rate
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able to exploit as much of the available ATM bandwidth as possible, we set the

PCR to the link rate. The ICR is chosen to be a small value to avoid initial

queue builds in the switches. MCR was chosen to be zero to avoid unnecessary

reservation of bandwidth to the ABR connections. The rest of the parameters are

the default values recommended by the ATM Forum [10].

� Switch Parameters

{ Switch Core/Fabric Parameters

Core speed = 640 Mbps

Core Memory Size = 4096 cells

{ Output Port Parameters

Switch output bu�er size (available to ABR or UBR)3 = 8192 cells shared

dynamically among the VCs on as needed basis.

Reserved space for VBR = 1500 cells

UBR-EPD threshold 4 = minf0.8, switchi buffer size�3�MTU

switchi buffer size
g

4.3 Modeling Assumptions

� All tra�c is unidirectional. Data transfer occurs only in the forward direction

while reverse tra�c consists of only the ACKs and the BRMs.

� There is no congestion in the backward direction. We assume that there is never

any loss of feedback (no loss of BRMS). Since there is no data in the backward

direction, the BRMs and the ACKs do not experience any queueing delay.

� The BRMs are not queued at all in the switches. They are forwarded as soon as

they arrive into the switches.

� ABR and UBR services are not used simultaneously. That is we do not consider

the cases where some TCP connections make use of the ABR service while others

3This is typical of ATM LAN switches today;for example, some provide a shared space of 8192 cells

per netmod which is allocated to VCs of all tra�c classes dynamically on an as needed basis.
4This choice of the threshold is based on the discussion in [?]
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Table 4.1: ABR-End System Parameters

Parameter Description Value

ICR(neg) Initial Cell Rate ICR(used) = minfICR(neg); TBE=FRTTg 3 Mbps

PCR Peak Cell Rate 149.76 Mbps

MCR Minimum Cell Rate 0

ACR Allowed Cell Rate dynamically computed at

the source

TCR Tagged Cell Rate - upper bound on out-of-rate forward RM

cells

10 cells/s

RDF Rate Decrease Factor - fraction of PCR that is deducted from

ACR upon arrival of a backward RM cell with CI = 1

1/16

RIF Rate Increase Factor - fraction of ACR that is added to ACR

upon arrival of a BRM cell with CI =0

1/16

ADTF ACR Decrease Time Factor 0.5 s

CDF Cuto� Decrease Factor 1/16

Nrm Maximum number of data cells between two FRM cells 32

Mrm Controls allocation of bandwidth between FRM-cells, BRM-

cells and data cells.

2

Trm Upper bound on the time between forward RM-cells 100ms

CRM Missing RM cell count, Limit on the number of FRM cells which

may be sent in the absence of received BRM-cells.

100 cells (TBE/Nrm)

TBE Transient Bu�er Exposure - determines the maximum number

of cells that may suddenly appear at the switch during the �rst

round trip before the closed loop phase of the control takes

e�ect.

3200 cells (10% of Max

shared bu�er space)

FRTT Fixed Round Trip Time 10ms for an RTT of 10ms
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make use of the UBR service.

� The TCP delay ACK timer is not used. It is assumed that the segments are acked

as soon as they are received at the destination layer.
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Chapter 5

Results

The results of the TCP/UDP over ABR/UBR+EPD experiments are presented in this

Chapter. First we present the validation results of the baseline con�guration. Then

we move onto the results of TCP/UDP performance over a network that is end-to-end

ATM, for di�erent network con�gurations. Finally, the results for the non-end-to-end

ATM networks are presented.

5.1 Baseline Con�guration

To determine the TCP and UDP performance in the absence of congestion, the baseline

con�guration was simulated. The baseline con�guration consists of only one active

TCP(UDP) session in Figure 4.1 of Chapter 4. The RTT used in these simulations was

10ms, i.e, the inter-switch link distance used was 1000 Km and the TCP window size

used was 20 segments (approx 178 KB >= RTT * BW available to TCP connection).

Calculation of Maximum Theoretical Throughput

For the calculation of maximum theoretical throughput, only the overhead imposed

by the PDUs format is taken into account. Other sources of overhead related to the

operating systems analysis and inter-process communications are beyond the scope of

this study.

With a MSS of 9140 bytes, the ATM layer receives 9140 bytes of data + 20 bytes
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of TCP header + 20 bytes of IP header + 8 bytes of LLC (Logic Link Control)/SNAP

(Sun-Network Access Point) header + 8 bytes of AAL5 header = 9196 bytes. This will

result in 9196/48 = 191.58 i.e., 192 cells at the ATM layer (with padding in the last cell).

Thus each TCP segment results in 192 * 53 = 10176 bytes at the ATM layer. Hence the

maximum possible throughput at TCP layer = 9140/10176 = 89.819% of the available

bandwidth at the ATM layer. The OC-3c link capacity is 155.52 Mbps. The total length

of the SONET OC-3c frame is 9*(9+261) = 2430 bytes and the total overhead consists

of 90 bytes (27 bytes section overhead + 54 bytes of line overhead + 9 bytes of path

overhead). Thus the available bandwidth at the ATM layer is (2430�90)
2430

� 155:52 = 149:76

Mbps. Accounting for SONET overhead the maximum theoretical TCP throughput

obtainable is 89.82% of 149.76 = 134.513 Mbps.

When ABR Service is used the maximum achievable throughput is further reduced

because of the RM cell overhead. Since every 32nd cell was an RM cell, in our case it is

89.82% * 31/32= 87.01% of ABR capacity. In the absence of high priority background

tra�c (ABR capacity is �xed), this value is 87.01% of 149.76 = 130.306 Mbps. Thus

the maximum throughput we expect to measure in the case of TCP/UDP over ABR is

130.306 Mbps.

The respective values are the same for UDP throughput over UBR+EPD and ABR

(the UDP header is only 8 bytes though). For ease of comparison, the MSS for UDP is

chosen to be the same as that for TCP.

Simulation Results - Goodput

The Goodput results for both UBR+EPD case and the ABR case for TCP and UDP

and are shown in Table 5.1. The measured goodput does not include cells that are part

of retransmission or an incomplete packet. The loss of throughput due to partially �lled

ATM cells is also ignored in the goodput computations. The goodput measurements

were taken with a sampling interval of 0.05 seconds and the mean values over the entire

duration of the simulation are reported here.

The simulation results closely match with the theoretical values obtained above,

thus validating our models.
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Theoretical (Mbps) Simulation (Mbps) % error (Mbps)

TCP-UBR 134.513 133.8 0.5

TCP-ABR 130.306 129 1.004

UDP-UBR 134.513 134.513 0

UDP-ABR 130.306 130.3 0.095

Table 5.1: Goodput under Congestion-free Conditions (Baseline)

Bu�ering Requirements for Zero Loss

Further validation was done by running the experiments with 5 sources and 10 sources

and with in�nite bu�ers. This gave an insight into the switch bu�er and NIC bu�er

requirements for zero loss and the observations were consistent with those seen in [18].

Table 5.2 contains the results for TCP running over UBR and ABR services with in�nite

bu�ering. All the connections achieved 100% of their fair-share of the maximum possible

throughput and perfect fairness as there is zero loss.

It can be seen from Table 5.2 that in the case of UBR the queues build up in

the switches while in the case of ABR the queues build up at the edge devices' ATM

NIC bu�er. The maximum queue size numbers give an indication of the bu�er sizes

required at the switch to achieve zero loss for TCP. In the case of UBR, for the 5 source

con�guration, the maximum queue size is 17200 cells. This is slightly less than the

sum of the TCP window sizes1(3840*5 = 19200 cells). This is because the switch has

1 RTT to clear out almost 2000 cells of TCP data before it receives the next window

of data. The increase in bu�er requirements is proportional to the number of sources.

The maximum queue is reached just when the TCP connections reach the maximum

window. After that, the window stabilizes and TCP's self clocking mechanism puts

one segment into the network for each segment that leaves the network. In general for

TCP over UBR, for zero loss in the switch, it can be seen that the amount of bu�ering

2
The edge queue values are for each VC
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No. of

Sources(N)

Queue Size at Switches (cells) Bs Queue Size in Edge
2
(cells Be) Bs+N*Be Mean

delay

(ms)

Max Mean Max Mean

TCP

-UBR

5 17,200 13,320 0 0 17,200 65

10 34,453 26500 0 0 34,453 100

TCP -

ABR

5 4031 2745 2783 2270 17,937 64.8

10 5022 2836 3183 2270 36,852 101

Table 5.2: TCP over UBR Vs ABR: Bu�er Requirements for Zero Loss

required is approximately N * Maximum TCP window size, where N is the number of

connections passing through the switch.

For ABR, the queue build up in the switches is well within the operating region of

the ER algorithm (preset to 2880 to 6720 cells). However, at the edges, one receiver

window's worth of bu�ering per VC is required to avoid losses. We see that the overall

bu�er requirements for ABR and UBR is the same (Bs + N*Be is almost the same in

both the cases, where Bs is the switch bu�er size and Be is the edge bu�er size ). ABR

and UBR services di�er in whether the sum of the receiver windows' worth of queues

is seen at the source or at the switch. Also note that the edge bu�er NIC requirements

in the case of TCP over ABR holds true only in the case of a non-end-to-end ATM

network environment. Such large bu�ers are not required in the case of TCP running

over an end-to-end ATM network.

Also from Table 5.2, it can be observed that the switch bu�er requirements for

ABR is bounded and does not depend on the number of connections. This is quite

intuitive because the ABR algorithm itself is designed to maintain the bu�er occupancy

within a preset middle region or the operating region. The operating region in this

experiment was between 2880 and 6720 cells. It can be seen from Table 5.2 that the

queue occupancy is stabilized around 3000 cells. It should be mentioned that the switch

11 Window = 20 MSSs of 9140 bytes each = 20*192 = 3840 cells
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bu�er requirements also depend on other factors viz., 1) the round trip time 2) feedback

delay 3) the transient response of the ABR algorithm and its parameter settings 4)

nature of high priority tra�c. We did not examine the e�ect of these parameters.

The mean delays can be seen to be approximately the same in the both the cases.

This indicates that the queuing delays incurred in the edge device in the case of ABR is

comparable to the queueing delay experienced at the switches in the case of UBR+EPD,

hence the mean end-to-end delay is the same in both the cases.

So far we have considered the case where unlimited bu�ers were available and had

established the bu�er requirements for zero loss. However, in reality the bu�ers at both

the edge device and the ATM switches are limited in size and much smaller than required

for zero loss. Also since real switches carry 100's of VCs, and the number of VCs is

dynamically varying, it is di�cult to have bu�ering enough to avoid losses altogether for

the worst cases of tra�c scenarios considered here. Also large bu�ers means increased

delay. The experiments to follow consider the e�ect of �nite bu�er sizes and are more

realistic.

5.2 Results for Homogeneous Networks i.e., end-to-end

ATM

It should be remembered that for all the experiments in this section, when the ABR

service is used, the ABR loop goes all the way to the host containing the TCP source.

It is assumed here that the ATM network interface cards have unlimited bu�er space.

This is a valid assumption for both UBR and ABR cases. For UBR case, there will

not be any queueing in the NIC cell bu�ers as it is served at PCR which is set to the

line rate and the incoming rate from the AAL5 is also at line rate. Some amount of

queueing occurs in the NIC's cell bu�er in the case of ABR, when the available bit rate

is low. The TCP data stays in the send bu�ers itself when the ACR does not allow. So

there will not be signi�cant queue build in the ATM NIC.
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5.2.1 Two Node Con�guration - Performance as a function of Load

on the ATM network

We begin our studies on the performance of the ABR and UBR+EPD schemes in

the two node con�guration illustrated in Figure 4.1 of Section 4.1.1 to understand the

performance dynamics in the simplest network con�guration and to study how the

performance is a�ected as a function of the load or the number of connections. Each

TCP connection has its own VC. With UBR service, each VC transmits data at the full

line rate, while with ABR service, the rate is limited to the fair-share of the available

bandwidth, as allocated by the ABR control algorithm.

The results for the case with 5 TCP sessions are summarized in Table 5.3 and for

the case of 5 UDP sessions is summarized in Table 5.4.

Aggregate

Goodput

(Mbps)

E�ciency

(%)

FI
3

CLR
4
(%) PLR

5
(%) Retrans

%

LU
6

(%)

ABR 129 98.99 0.997 0 0 0 100

UBR+EPD 110 81.7 0.89 6.5 7.5 9.89 97.1

Table 5.3: End-to-End ATM Network Scenario - TCP over ABR Vs UBR+EPD: Two

Node Con�guration with 5 TCP sessions

Aggregate

Goodput

(Mbps)

E�ciency

(%)

FI CLR(%) PLR(%) LU (%)

ABR 128.89 98.89 1 0 0 100

UBR+EPD 132.8 98.7 0.78 75.96 82.78 98

Table 5.4: End-to-End ATM Network Scenario - UDP over ABR Vs UBR+EPD: Two

Node Con�guration with 5 UDP sessions

3
Fairness Index

4
Cell Loss Ratio and the Packet Loss Ratio reported are the mean values over all the connections.

These have been collected on a per-connection basis and include losses are various points in the network
6
Mean Link Utilization
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From Table 5.3 it can be seen that ABR clearly outperforms UBR+EPD both in

terms of throughput or e�ciency and in terms achieving perfect fairness for TCP tra�c.

However, for UDP tra�c, as can be seen from Table 5.4 the aggregate throughput

was close to the theoretical maximum both with UBR+EPD and ABR. However, such

high e�ciency was achieved with UBR+EPD at the expense of marked unfairness.

While few connections got high throughput, some got very low throughput as low as 2

Mbps. Both ABR and UBR+EPD can be seen to give the same performance if only

the aggregate throughput is a concern. However, if fairness is desired then ABR clearly

outperforms UBR+EPD.

The aggregate throughput achieved with ABR is close to the theoretical maximum

for both UDP as well as TCP tra�c, hence resulting in a high e�ciency of 98.99%. This

is because there was zero cell loss in the ATM network. Thus, ABR can be seen to be

e�ective in achieving its goal of zero cell loss in the ATM network.

ABR service can be seen to provide nearly perfect fair allocation of bandwidth to

each connection both in the case of TCP and UDP. The unfairness observed with the

UBR+EPD can be attributed to the inherent nature of the EPD scheme itself. If the

�rst cell of an incoming packet is discarded, all subsequent cells belonging to that packet

are discarded in the EPD scheme. Moreover, the �rst cell of each incoming packet will

be discarded until the bu�er is reduced to below the EPD threshold. Some VC's packets

will not be discarded once the EPD threshold of the FIFO queue is not exceeded and

these VCs can be considered to be the "lucky VCs". To some degree the EPD scheme

helps accelerate the data transmission of the "lucky VCs", while other TCP sessions

detect packet loss and wait for the expiration of retransmission timer or duplicate ACKs.

This causes unfairness in the bandwidth allocation among the VCs.

E�ect of Loading or the Degree of Network Congestion

In order to determine how the performance gain seen with ABR in the experiment

above scales with the load on the network, the number of connections in the two node

model was varied from 5 to 25. The increase in the number of connections increases the

network congestion. This section discusses the results of the e�ect of increased network

54



congestion or the e�ect of load on the network on the scalability of the performance

of ABR and UBR+EPD. The results from all these experiments are summarized in

Tables 5.5 and 5.6 for TCP and UDP respectively.

No. of

Sources

Aggregate

Goodput

(Mbps)

E�ciency(%) FI CLR(%) PLR(%) Retrans.

%

ABR 5 129 98.99 0.999 0 0 0

10 128.91 98.95 0.998 0 0 0

15 128.53 98.94 0.998 0 0 0

20 129 98.99 0.997 0 0 0

UBR + EPD 5 110 81.7 0.89 6.5 7.5 9.89

10 98.71 73.3 0.82 8.32 8.62 12.12

15 90.21 66.9 0.76 9.6 10.2 16.78

20 85.3 60.75 0.65 10.45 11.4 19.3

Table 5.5: End-to-End ATM Network Scenario - TCP over ABR Vs UBR+EPD: E�ect

of Number of Connections

Referring to Table 5.5, it is seen that with ABR, e�ciency is una�ected by the

increased load. There is near perfect fairness even at increased loads. Thus ABR

mechanism can be seen to handle the increased loads very e�ciently. With UBR+EPD,

both e�ciency and fairness are lower than in the case of ABR and degrade further with

increased loads.

No. of

Sources

Aggregate

Goodput

(Mbps)

E�ciency(%) FI CLR(%) PLR(%)

UBR + EPD 5 132.8 98.7 0.78 75.96 82.78

10 131.07 97.4 0.4 77.8 83.45

15 130.5 97.02 0.38 77.95 86.5

20 130.24 96.82 0.27 78.5 87.6

Table 5.6: End-to-End ATM Network Scenario - UDP over ABR Vs UBR+EPD: E�ect

of Number of Connections
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Referring to Table 5.6, for UDP tra�c over UBR+EPD, though the e�ciency or

the aggregate throughput is not a�ected by the increased load, fairness shows worse

values at higher loads. On the other hand with ABR, since there was zero loss in the

switch due to ABR control and also in the edge because of in�nite bu�ering as assumed

for the end-to-end ATM cases, ABR e�ciency was close to theoretical maximum and

near perfect fairness, thus implying that the performance scales very well with increased

load.

Figures 5.1(a) and 5.1(b) show the throughput and fairness index in the two-node

model, as a function of the number of sources. Figures 5.2(a) and 5.2(b) show the

e�ciency and gain in e�ciency in the two-node model, as a function of the number of

sources.

Referring to Figures 5.1(a) and 5.1(b), the throughput and fairness curves are nearly

at indicating that the increased load on the network has no e�ect on ABR performance.

ABR can thus be seen to scale well with the load on the network. Similar observations

can be made for the UDP over ABR too. The aggregate throughput deteriorates in

TCP over UBR+EPD as the number of connections increases. Similar observations can

be made with regard to UDP tra�c, the aggregate goodput decreases, but the absolute

values are much lower. In the case of UDP over UBR+EPD, though the aggregate

throughput decreases with the increase in the number of connections, which can be

attributed to the increased cell loss by the increase in the load on the network, the

degree of deterioration is not as drastic as it was TCP over UBR+EPD. One possible

explanation for this, in the case of TCP, it is the retransmissions that contribute more

to the degradation in throughput than the cell loss itself.

With ABR, the fairness is una�ected by the increased load. The fairness index

results re-establish the inherent unfairness of EPD both for TCP and UDP. With UDP

fairness indices were much lower than in the case of TCP over UBR+EPD and fairness

index can be seen to decrease with the increased congestion in the network.

Referring to Figure 5.2(b), there is always a gain in using ABR over UBR+EPD for

TCP tra�c and the gain is of higher magnitude at higher loads. Also the gain can be

seen to increase more or less linearly with the load on the network. On the other hand,
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for UDP the gain in e�ciency is just about 1 and does not seem to increase much by

the increased network congestion. This implies that for this simple con�guration with

single congested node, both ABR and UBR+EPD give same performance in terms of

e�ciency for UDP tra�c.

Comparing Tables 5.5 and 5.6, we see that in the case of UDP over UBR+EPD,

the packet loss ratios were much higher than in the case of TCP. This reason being the

open-loop nature of UDP over UBR+EPD. TCP sources on the other hand reduce their

input rate upon detecting packet losses and hence in the steady state, the congestion

state in the network is reduced. Further, though both the TCP and the UDP sources

have been assumed to be greedy, the TCP sources o�er a variable load to the network

because of the implicit ow control mechanism, while the UDP sources always transmit

at a constant rate o�ering the same load to the network. For the case shown in Table 5.6

it was assumed that all the UDP sources were transmitting at line rate. While this may

not be realistic, it is the worst case for creating congestion.

Considering both the throughput and fairness, it can be concluded that the highest

performance is achieved by using ABR over an end-to-end ATM network for TCP as

well UDP.

Pacing UDP tra�c

As was mentioned in the previous paragraph, TCP o�ers a variable load to the network,

while the UDP load is constant. Hence in the discussion above, though the number of

connections is the same both in the case of TCP and UDP, the load is not same. In order

to compare the performance under similar load conditions, we paced the UDP source

rates, so that we would see approximately the same amount of packet loss ratios as in the

TCP case. While the pacing did not a�ect the e�ciency, as e�ciency was already close

to theoretical maximum even in the worst case loading scenario for UDP, the fairness

improved. Hence, only the fairness curve (Figure 5.1(b)) is shown for the paced UDP

tra�c. The fairness indices can be seen to be higher than in the unpaced case. Also for

the end-to-end ATM scenarios, pacing a�ected only the UDP over UBR+EPD fairness

performance. Packet level pacing does not have any impact for UDP over ABR, for
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the end-to-end ATM cases, as near perfect fairness and high e�ciency were achieved

even without pacing. This was because of the zero loss maintained by the ABR control

in the ATM network and also since in�nite bu�ering was assumed at the edge, there

was no loss in the edge device. Hence only the fairness curve for the paced UDP over

UBR+EPD is shown in Figure 5.1(b).

5.2.2 Two Node Con�guration with Background VBR tra�c

As ABR is intended to make use of the unused bandwidth in the network, it is evident

that the presence of background tra�c has great inuence on ABR performance. The

role of ABR in the network is to control the rate of ABR class tra�c sources in the

presence of non-ABR tra�c so as to avoid cell loss in the network. To examine ABR's

e�ectiveness at doing this, background tra�c was fed on the bottleneck link in the

two node con�guration with 5 TCP/UDP sessions considered in the previous section.

A description of the background tra�c was given in Section 4.1.2. Ten such VBR

sources were multiplexed to create su�cient variance in the available capacity. The

performance obtained with ABR is compared with that obtained using UBR+EPD for

various background loads.

Figure 5.3(a) shows the aggregate throughput obtained for a range of di�erent back-

ground loads on the switch with ABR and UBR+EPD. Figures 5.4(a) and 5.4(b) shows

the e�ciency and gain in the same scenario.

The results show that ABR consistently outperformed UBR even in environments

with dynamically changing available bandwidth.

We see from Figure 5.3(a) and 5.3(a) that ABR achieves close to theoretical max-

imum throughput and gives better throughput and better e�ciency than UBR+EPD

both for TCP and UDP for various background loads. This is again due to the fact that

ABR is successful in maintaining zero loss.

The e�ciency curve for ABR is more or less at, whereas for UBR e�ciency can

be seen to decrease with increasing background loads. With UBR+EPD, increasing the

background load increases the loss in the switch, whereas ABR successfully achieves its

goal of avoiding loss in the switch.
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Figure 5.3(b) shows the fairness in bandwidth sharing among the �ve TCP connec-

tions as function of the background load. Fairness index is very close to one in the case

of ABR and is una�ected by the load. With UBR+EPD fairness index decreases with

the increase in the background load both for TCP and UDP, the values being lower in

the case of UDP over UBR+EPD.

Figure 5.4(b) shows the gain as a function of the background load. The gain in using

ABR to UBR+EPD improves with increased background load or e�ectively the load on

the network.

5.2.3 Multiple Node Con�guration 1 - Performance as a function of

no. of Congested Links

In order to make a performance comparison of ABR and UBR+EPD in a more realistic

network model, the Multiple Node Con�guration 1 shown in Figure 4.3 is used in this

part of the study. A detailed description of the simulation con�guration was presented

in Section 4.1.1. The results from the simulations on this con�guration are summarized

in Tables 5.7 and 5.8 for TCP tra�c and Tables 5.9 and 5.10 for UDP tra�c.

Sources 1 and 2 represent the transit tra�c and show more or less the same be-

havior. All the other connections are local tra�c and pass only through the output

bu�er of one switch. That is sources 3-to-8 exhibit the same behavior. This is evident

from the throughput values shown for these connections in the tables below. The aggre-

gate throughput shown in the tables below represents the aggregate of the connections

passing through the same output port. The FI value reported is also for the set of 4

sources that share the same link. Since in this con�guration each link is shared by 4

connections, the fair share for each connection would intuitively be one-fourth of the

available bandwidth.

It is seen from Table 5.7 that in the case of TCP over ABR, an e�ciency of 98.99%

is reached with a fairness index close to 1. Such high e�ciency and high fairness index

was the result of the ABR mechanisms' e�ectiveness in maintaining zero loss in the

ATM network. With TCP over UBR+EPD, connections 1 and 2 su�ered higher packet

loss ratios relative to the two local sources. This was because connections 1 and 2
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Aggregate

Goodput

(Mbps)

E�ciency

(%)

FI CLR(%) PLR(%) Retrans

%

ABR 129 98.99 0.999 0 0 0

UBR+EPD 98.8 73.45 0.89 2.15 12.3 28.75

Table 5.7: End-to-End ATM Network Scenario - TCP over ABR Vs UBR+EPD: Mul-

tiple Node Con�guration 1

ABR UBR+EPD

Source No. Goodput

(Mbps)

CLR(%) PLR(%) Retrans.

%

Goodput

(Mbps)

CLR(%) PLR(%) Retrans.

%

1 31.75 0 0 0 15 2.3 15.6 34

2 30.33 0 0 0 18 3.5 16.3 38

3 29.75 0 0 0 32.8 1.5 7.6 22

4 32.25 0 0 0 33 1.3 8.2 21

5 30.15 0 0 0 33.2 1.3 7.2 21

6 29.98 0 0 0 32.6 1.5 8.2 22

7 32.25 0 0 0 34 1.7 6.7 22

8 31.95 0 0 0 31.8 1.3 7.2 21

Table 5.8: End-to-End ATM Network Scenario: TCP over ABR Vs UBR+EPD: Mul-

tiple Node Con�guration 1 Statistics of Individual Connections
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passed through more number of congested links, so the cells belonging to their packets

were more likely to be discarded at the switches than other connections. Thus, with

UBR+EPD the e�ciency was only 73.45 with a fairness index of 0.89 only. An important

observation here is that as connections 1 and 2 pass through a number of congested

links, their throughput was much lower than the fair-share. EPD is inherently unfair,

this unfairness is further worsened if there are multiple congested links in the path

between the source and the destination. Thus for TCP tra�c, the gain in e�ciency in

using ABR over UBR is 98.99/73.4 = 1.35. The relative fairness index is 1/0.89 = 1.12

Similar observation can be seen even in the case of UDP tra�c. In the case of UDP

over UBR+EPD, however, higher packet loss ratios were observed compared to the

TCP sources and hence low aggregate throughput. This was because the UDP sources,

unlike the TCP sources, do not reduce their input rate into the network when a loss

occurs. Thus for UDP tra�c, the gain in e�ciency in using ABR over UBR is G =

98.99/53.97 = 1.86. The relative fairness index is 1/0.8 = 1.25. Pacing the UDP tra�c

to see approximately the same amount of packet losses as in the case of TCP resulted

in improving the performance of UDP over UBR+EPD, while it did not change the

performance with ABR, as with ABR the e�ciency was close to theoretical maximum

even without pacing. Hence the relative gain in e�ciency decreases when the UDP

tra�c is paced, while the fairness improves. This can be seen in Figures 5.8 and 5.7.

Aggregate

Goodput

(Mbps)

E�ciency

(%)

FI CLR(%) PLR(%)

ABR 128.32 98.987 0.998 0 0

UBR+EPD 72.6 53.97 0.80 14.4 75.12

Table 5.9: End-to-End ATM Network Scenario: UDP over ABR Vs UBR+EPD: Mul-

tiple Node Con�guration 1

The key result is that UBR+EPD has bias against connections passing

through multiple congested switches. So in a network con�guration such as

the above ABR gives signi�cantly better performance than UBR.
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ABR UBR+EPD

Source No. Goodput

(Mbps)

CLR(%) PLR(%) Goodput

(Mbps)

CLR(%) PLR(%)

1 32.25 0 0 9.9 20.4 89.3

2 30.23 0 0 14.3 16.2 80.2

3 29.90 0 0 20.17 9.1 60.6

4 30.33 0 0 28.23 11.9 70.38

5 31.65 0 0 21.30 10.3 59.3

6 30.97 0 0 27.0 10.7 71.68

7 32.23 0 0 28.4 11.4 69.8

8 29.86 0 0 29.9 9.6 61.18

Table 5.10: End-to-End ATM Network Scenario: UDP over ABR Vs UBR+EPD: Mul-

tiple Node Con�guration 1 Statistics of Individual Connections

E�ect of Number of Congested Links on the Throughputs of VC1 and VC2

In the Multiple Node Con�guration 1 considered above there are 3 congested links. We

extended this topology to study the e�ect of the number of congested links traversed

by VC1 and VC2 on their throughput performance and the fairness indices of the ABR

and UBR+EPD mechanisms. This general con�guration was shown in Figure 4.3(b) of

Section 4.1.1. Since both VCs 1 and 2 exhibit the same behavior the plots below show

only the throughputs of VC1.

Figures ?? and 5.6 shows the throughput and e�ciency for VCs 1 and 2 as a function

of the number of congested links. With ABR the throughput is una�ected by the number

of congested links in the path while with UBR+EPD, the throughput can be seen to be

degrading as the number of congested links increases.

Figure 5.7 plots the fairness index against the number of congested links. The

fairness index is 1 irrespective of the number of links in the case of ABR while the fairness

becomes worse as the number of congested links increases in the case of UBR+EPD.

The FI values show much lower values in the case of UDP than in the case of TCP.

Figure 5.8 plots the gain in e�ciency as a function of the number of congested links.

It can be seen that for the end-to-end ATM scenario the gain is more or less increasing
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exponentially with the number of congested links. The gain values are higher for UDP

relative to TCP.

Pacing UDP Tra�c

Note that in the above study, again UDP load on each link was much higher than

the TCP load, though the number of connections is the same in both the cases. To

make the comparison fair, we repeated the UDP experiments, to see approximately the

same amount of packet loss ratios as in the case of TCP, so the load is approximately

the same. It was observed that the UDP over UBR+EPD performance improves with

pacing. Hence the relative gain of ABR to UBR for paced UDP is lower than in the

unpaced case. This is shown in Figure 5.8. Also pacing improved the fairness for UDP

over UBR+EPD as can be seen from Figure 5.7

These results indicate that ABR gives signi�cant performance gains both in terms

of throughput and fairness relative to UBR+EPD even in a multi-hop scenario, the gain

being higher in the case of UDP relative to TCP
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5.2.4 Multiple Node Con�guration 2 - Performance as a function of

the Location of the Congestion Point

Experiments were conducted on the Multiple Node Con�guration 2 shown in Figure 4.4

to evaluate the ABR scheme and the UBR+EPD schemes with regard to the location

of the point of congestion. Speci�cally we were interested in seeing the e�ectiveness of

the two schemes ABR and UBR+EPD when congestion occurs in a downstream node.

The results from the simulations on this con�guration are presented in this section.

It is seen from the topology that sources 1-to-5 are bottlenecked at link 2, while

sources 6-to-10 are bottlenecked at link 1. The fair share of the bandwidth for these

connections is given in Table 5.11. Background VBR tra�c uses up 100 Mbps of link

2's capacity leaving 50 Mbps for the ABR/UBR tra�c.

Referring to Table 5.12, the aggregate throughput of all the 10 connections can be

seen to be higher in the case of ABR than in the case of UBR+EPD.

With UBR+EPD, all the connections compete for the link bandwidth in link 1.

However, many cells (and hence packets) of sources 1-to-5 that go through link 1 are

discarded at switch 2 because of rate-mismatch at congested link 2. Hence the aggregate

throughput of these connections was only 20.2 Mbps as opposed to an aggregate fairshare
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Source Fair-Share

(Mbps)

Fair-share accounting for the overheads

ABR UBR+EPD

1 to 5 50/5 = 10 8.7 each 8.98

each

6 to 10 (150-50)/5

= 20

17.4

each

17.96

each

Table 5.11: Fairshare of Bandwidths in Multiple Node Con�guration 2

Goodput

T1-T5

Goodput

T5-T10

Aggregate

Goodput

(Mbps)

E�ciency

(%)

FI Mean PLR

1-5 6-10

ABR 45.5 82.78 128.28 98.45 1 0 0

UBR+EPD 20.2 40.58 60.78 60.05 0.69 15.6 5.4

Table 5.12: End-to-End ATM Network Scenario - TCP over ABR Vs UBR+EPD: Two

Node Con�guration with 5 TCP sessions

Link 1 Link 2

ABR 100% 100%

UBR+EPD 80% 95%

Table 5.13: End-to-End ATM Network Scenario - Multiple Node Con�guration 2 : Mean

Link Utilizations of the bottleneck links.
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of 45Mbps. Also, sources 5-to-10, which should get an aggregate fair-share of 17.96*5

= 89.8 Mbps, if the algorithm were fair, received only 40.78 Mbps. This was because

sources 1-to-5 took up the bandwidth at link 1, which ultimately was wasted due to the

congestion at the downstream link 2. Link bandwidth in link 1 could otherwise have

been used by connections 5-to-10. Hence the e�ciency is very low with UBR+EPD.

On the other hand, ABR ow control reduces the transmission rate at each of the edge

device NICs for sources 1-to-5, so that these connections only occupy 1/3rd of the link

bandwidth in link 1, allowing the other 2/3rd of this bandwidth to be used by the other

connections.

The mean link utilizations are shown in Table 5.13 for both ABR and UBR+EPD

cases. Link 1 is signi�cantly underutilized in UBR+EPD case, while it is fully utilized

in ABR case, because of the same explanation given above. Because of packet losses

in the case of UBR+EPD, the TCP sources which eventually detect congestion reduce

their window sizes and reduce their transmission rate into the network and this causes

underutilization of link 1. On the other hand in the ABR case, since there are no losses

at all, the TCP sources transmit at their maximum windows in steady state and both

the bottleneck links 1 and 2 are fully utilized, with sources 5-to-10 contributing to 2/3

rd of the link utilization on link 1 and sources 1-to-5 contributing to 1/3rd.

Lack of fairness can be seen to be even more extreme for UBR+EPD in multiple-

bottleneck scenarios with rate-mismatches.

The key result of this study is that when the point of congestion is located

in a downstream node, ABR can outperform UBR because it can allocate

di�erent bandwidths to various connections according to their bottleneck

rates while in UBR, the link bandwidth in upstream links may be wasted by

packets that are discarded in a downstream congested link. It is clear that in

large networks, where there are multiple bottlenecks and rate-mismatches,

the bene�ts of ABR can be signi�cant.
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5.2.5 Summary of End-to-End Results

� In both single congested link and multiple congested link cases, ABR outperformed

UBR+EPD.

� ABR scales well with increased network congestion.

� ABR scales well with increased number of congested links, in other words with

the size of the network.

� In terms of fairness ABR always outperformed UBR+EPD.

� The gain in e�ciency in using ABR over UBR is higher in the case of UDP relative

to TCP when there are multiple congested links.

� ABR also scales well with respect to the location of the point of congestion, while

UBR+EPD performs very poorly especially when the congestion point is located

in a downstream node.

5.3 Results for Heterogeneous Networks

This section focuses on the results obtained on TCP/IP internetworks where the TCP

end systems are connected to legacy networks, with the legacy networks interconnected

through an ATM wide area network serving as a backbone. A general network scenario

for such heterogeneous environments was shown in Figure 3.2. In this section, various

topologies are considered for the ATM part of the internetwork. For ease of comparison,

the internal topologies for the ATM cloud have been retained same as in the previous

section. The total RTT of the connections in these environments is the delay in the

local IP network plus the delay in the ATM cloud. Since we are assuming ATM WAN,

the delay in the ATM segment dominates the RTT of the connection. All routers have

single FIFO per output port. This study does not consider the per-ow queueing or

intelligent scheduling in the router.

It should be remembered here that when ABR service is used, the ABR control

terminates at the router's ATM NIC or the ATM access points. And due to limited
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bu�ering at the NIC, the NIC now forms the focal point of congestion. Note that any

connection that goes through an ATM ABR network will experience only a single point

of congestion. When UBR service is used, the point of congestion is still in the ATM

switches in the network and hence each connection could see either a single congested

switch or multiple congested switches depending on the network con�guration. In order

to make a fair comparison between the two service classes in such environments, the edge

router's NIC bu�er (Bs), which is the TCP/UDP over ABR's congestion point and the

ATM switch bu�ers (Bs), which is the TCP/UDP over UBR+EPD's congestion point,

have been kept to be same orders of magnitude (N*Be = Bs, where N is the number of

edge devices used in the set up, Bs = 8192 cells). We believe this is a fair test as the

amount of bu�er space available to UBR (in the switch) is equal to the amount of total

bu�er space available to ABR in the end systems NIC.

5.3.1 Two Node Con�guration with single source connected to each

Router

We �rst consider the two node con�guration shown in Figure 4.1 with �nite edge device

NIC bu�ering. In this con�guration each TCP source is connected to a unique edge

device and there are 5 TCP sources resulting in a 1:1 loading on the edge device and 5:1

loading on the ATM switch. Though this is not realistic as in a real network a router

carries multiple TCP ow each and not just one, this con�guration is the simplest case to

investigate the non-end-to-end ATM network scenarios. The results from this scenario

are summarized in Table 5.14. Since the router carries only one ow, the UBR+EPD

results are the same as in the end-to-end ATM case. It should be remembered that the

losses occurred in the edge device in the case of ABR while in the case of UBR+EPD

losses occurred in the switch.

For TCP tra�c, referring to Table 5.14, both ABR and UBR+EPD achieve the same

level of performance for TCP as far as throughput is concerned. In terms of fairness,

again ABR achieved perfect fairness, while UBR+EPD was unfair. The fairness index

was still very close to 1 in the case of ABR. This is attributed to the fact that in this

experiment, each TCP session has its own edge device and hence the cell loss ratio
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Aggregate

Goodput

(Mbps)

E�ciency

(%)

FI CLR(%) PLR(%) Retrans

%

LU (%)

ABR 100 76.7 0.999 5.6 12.72 10.69 64.4

UBR + EPD 110 81.7 0.89 6.5 7.5 9.89 97.10

Table 5.14: Non-End-to-End ATM Network Scenario - TCP over ABR Vs UBR+EPD:

Two Node Con�guration

Aggregate

Goodput

(Mbps)

E�ciency

(%)

FI CLR(%) PLR(%) LU (%)

ABR 120.16 92.2 0.998 75.6 94.62 56

UBR+EPD 132.8 98.7 0.78 75.96 82.78 98

Table 5.15: Non-End-to-End ATM Network Scenario - UDP over ABR Vs UBR+EPD:

Two Node Con�guration

observed in the edge device for each of the TCP sessions and hence the packet loss ratio

was the same, which in turn reected as a fairness index close to 1, despite the losses.

The bottleneck link utilization can be seen to be lower in the case of ABR than in the

case of UBR+EPD. This is again due to the TCP over ABR sources experiencing the

same amount of packet losses. The TCP over ABR sources behavior got synchronized

leading to the link being occasionally idle when all of them were doing slow-start after

detecting multiple packet losses. This contributed to the lower mean link utilization in

the case of TCP over ABR in the non-end-to-end ATM scenario.

On the other hand, for UDP tra�c, it can be seen from Table 5.15 that UBR+EPD

outperformed ABR. The poor performance of ABR in this case is due to the fact that

each of the �ve UDP connections su�ered a PLR of 94.62% resulting in lower aggregate

throughput. Such high packet loss ratios resulted from severe overloading on the edge.

Also, due to lack of any intelligent packet dropping mechanism in the edge device NIC

bu�er, a single cell drop in the edge device NICs resulted in a very high percentage of
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corrupted packets which ultimately got discarded at the destination AAL5 re-assembly

module and thus the PLR for each of the connections in the case of ABR was very high.

The fairness index however was close to 1 and in fact in this scenario, it was the near

perfect fairness in allocation of bandwidth that resulted in a low aggregate throughput.

ABR does a fair allocation of bandwidth and hence in this scenario with 5 edge devices,

each edge device gets a fair-share of about 30 Mbps, while the inow into the edge is

150Mbps. Hence congestion occurs in the edge and cells are dropped.

So in a scenario such as the above UBR+EPD gave better throughput performance

than ABR both for TCP as well as UDP tra�c.

E�ect of the Number of Connections

The same set of experiments as in Section 5.2.1 were repeated again, this time with

�nite bu�ering at the NIC bu�er in the ATM interface of the router. Comparing Ta-

bles 5.5 and 5.16, it can be seen that UBR+EPD performance is the same. However,

the performance with ABR can be seen to be degraded as compared to the non-end-to-

end case, as there are now losses in the edge device due to limited bu�ering. Though

the ABR mechanism is e�ective in fair allocation of the bandwidth among the various

edge devices and in maintaining zero cell loss within the ATM network, the throughput

performance seen at the application is less than the theoretical maximum because of the

losses in the edge device. Further, since the edge device does not implement any kind

of an intelligent packet discarding mechanism and simply drops cells, the fragmenta-

tion problem recurs and there is considerable wastage of bandwidth due to transporting

packets that get corrupted because some cells have been lost in the edge. This is evident

from the results shown in 5.16. It can be seen that average PLRs are much higher in

the case of ABR than in the case of UBR+EPD even though CLRs are lower.

However, for UDP tra�c, as can be seen from Table 5.15 UBR+EPD achieved better

performance in terms of aggregate throughput, while fairness su�ered.The performance

gain for aggregate throughput was 63% relative to ABR. The reason for this is the

inherent unfairness. Though the mean PLR can be seen to be as high as 82.3%, it was

observed that few connections su�ered very high packet loss ratios while others very
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No. of

Sources

Aggregate

Goodput

(Mbps)

E�ciency(%) FI CLR(%) PLR(%) Retrans

%

ABR 5 100 76.7 0.999 5.6 12.72 10.69

10 94 72.1 0.997 6.3 18 22

15 85 65.23 0.998 7.1 23.3 31

20 76 58.32 0.999 8.3 25.3 38

UBR + EPD 5 110 81.7 0.89 6.5 7.5 9.89

10 98.71 73.3 0.82 8.32 8.62 12.12

15 90.21 66.9 0.76 9.6 10.2 16.78

20 85.3 60.75 0.65 10.45 11.4 19.3

Table 5.16: Non-End-to-End ATM Network Scenario - TCP over ABR Vs UBR+EPD:

E�ect of Number of Connections

No. of

Sources

Aggregate

Goodput

(Mbps)

E�ciency(%) FI CLR(%) PLR(%)

ABR 5 120.6 92.4 0.996 75.6 94.62

10 120.2 91.2 0.997 84.5 95.6

15 118.9 90.7 0.996 88.6 96.7

20 117.99 90.4 0.996 89.7 97.3

UBR + EPD 5 132.8 98.7 0.78 75.96 82.78

10 131.07 97.4 0.4 77.8 83.45

15 130.5 97.02 0.38 77.95 86.5

20 130.24 96.82 0.27 78.5 87.6

Table 5.17: Non-End-to-End ATM Network Scenario - UDP over ABR Vs UBR+EPD:

E�ect of Number of Connections
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lucky and su�ered very low packet loss ratios. Hence, while few connections achieved

very low throughput others achieved high throughput. It is these lucky connections

that contributed to the overall high aggregate throughput in the case of UBR+EPD.

In the case of ABR, since each UDP session had its own edge device, the amount of

congestion in all the �ve edge devices was the same, and hence all the �ve UDP sessions

su�ered approximately the same packet loss ratios. Further the mean packet loss ratio

was much higher than in the case of UDP over ABR, again owing to the fact that all

the UDP sessions su�ered the same amount of cell loss in the edge devices and hence

the same packet loss ratio.

Figures 5.9(a) and 5.9(b) show the throughput and fairness index in the two-node

model, as a function of the number of sources. Figures 5.10(a) and 5.10(b) show the

e�ciency and gain in the two-node model, as a function of the number of sources.

Referring to Figure 5.10(b) it is seen that in the case of of both TCP and UDP the

gain is less than 1, but still close to 1, thus implying that in a non-end-to-end scenario

especially when there is a single congested node, there is not any gain in using ABR to

UBR+EPD except in terms of fairness.

Pacing UDP tra�c

Pacing the UDP tra�c to get about the same packet loss ratios as in the case of TCP,

only improved the fairness for UDP over UBR+EPD. Hence only the fairness curve is

shown for the paced UDP tra�c.

5.3.2 Two Node Con�guration with Multiple Sources Connected to a

Router

In the network scenario considered in the previous section only one TCP source was

connected to edge router. In a more realistic network scenario, a router carries multiple

TCP ows. This experiment is intended to see this e�ect. Multiple TCP connections

multiplexed to one router, cause heavier congestion at the edge device. Unfairness

occurs even when ABR is used if the edge device does not implement sophisticated cell

dropping schemes. Also throughput is degraded because fragmented packets get across
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Figure 5.10: Non-End-to-End Network Scenario: E�ect of Number of Connections on

E�ciency and Gain
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the link and �nally get discarded at the destination.

The con�guration shown in Figure 4.2 of Section 4.1.1 is used for this experiment.

Five TCP ows are multiplexed in router 1 while the other routers carry single TCP

ows each. The are �ve VCs at the ATM level while the total number of TCP/UDP

sessions is 9. Thus there is 5:1 loading on the switch and 5:1 loading on router 1.

The results from the simulation on this con�guration are presented in Table 5.18.

Aggr.

Goodput

1-5

Aggr

Goodput

6-10

Aggregate

Goodput

(Mbps)

E�ciency

(%)

FI PLR Retrans

%

ABR 15.4 88.8 104.2 79.9 0.61 12.3 20.2

UBR+EPD 62.3 57.75 125.6 93.38 0.89 11.9 19.3

Table 5.18: Non-End-to-End ATM Network Scenario - TCP over ABR Vs UBR+EPD:

Two Node Con�guration with multiple sources through the Router

It is observed that the fairness index is less than 1 even with ABR and is in fact

less than the fairness achieved with UBR+EPD. Though ABR attempts to divide the

bandwidth equally among all the 5VCs at the ATM level, since the edge device does not

have any fair allocation mechanism, the TCP sources 1-to-5 which are multiplexed as

one VC get di�erent amounts of throughputs and this contributed to unfairness. Since

ABR divides the bandwidth equally, each of the �ve VCs get a fair-share of 30 Mbps.

Hence TCP sources 1-to-5 which are multiplexed into VC1 have only 30 Mbps available.

Hence TCP sources 1-to-5 get very low throughput(= 30/5 less the overheads) compared

to the other 4 TCP sources viz., sources 6-to-9. On the other hand, with UBR+EPD, all

the 10 TCP connections contend for the resources in the switch, each of the connections

competes for the OC-3c link bandwidth, hence on average each should get a fair-share

of 15 Mbps less the overheads.

So in such a model, UBR+EPD outperforms ABR in terms of achieving better

overall e�ciency and fairness. Since ABR pushes congestion to the edge device, and

since the edge device has no intelligent congestion handling mechanism, in scenarios

where router carries multiple ows, ABR provides no bene�t relative to UBR+EPD.
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5.3.3 Multiple Node Con�guration 1

We now evaluate the performance of TCP and UDP over the two ATM services with

the Multiple Node Con�guration 1 for the ATM subnet in the non-end-to-end ATM

network scenario.

The results are summarized in Table 5.19 for TCP and in Table 5.20 for UDP. It is

Aggregate

Goodput

(Mbps)

E�ciency

(%)

FI CLR(%) PLR(%) Retrans.

%

ABR 105 80.5 1 1.65 10.3 13.4

UBR+EPD 98.8 73.45 0.89 2.15 12.3 28.75

Table 5.19: Non-End-to-End ATM Network Scenario - TCP over ABR Vs UBR+EPD:

Multiple Node Con�guration 1

Aggregate

Goodput

(Mbps)

E�ciency

(%)

FI CLR(%) PLR(%)

ABR 80.3 61.62 1 55.3 65.31

UBR+EPD 72.6 53.97 0.80 14.4 75.12

Table 5.20: Non-End-to-End ATM Network Scenario - UDP over ABR Vs UBR+EPD:

Multiple Node Con�guration 1

seen from Table 5.19 that ABR achieves better performance both in terms of e�ciency

and fairness. ABR tends to outperform UBR+EPD in more complex topologies though

the results are fairly similar in simpler topologies.

E�ect of Number of Congested Links on the Throughputs of VC1 and VC2

In order to investigate the performance as a function of number of congested links

in the ATM networks, for the IP/ATM internetworks, experiments similar to those in

section 5.3.3 were repeated. Figures 5.11, 5.12, 5.13, 5.14 plot the throughput, e�ciency
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Figure 5.11: Non-End-to-End ATM Scenario - Multiple Node Con�guration 1: Through-

put Vs Number of Congested Links

for source 1, fairness index and gain of ABR over UBR+EPD as a function of the number

of congested links.

It can be seen from these results that ABR clearly outperforms UBR+EPD, and the

gain in e�ciency with ABR relative to UBR+EPD increases more or less exponentially

with the number of congested links in the network. The magnitudes of the gain can

be seen to be smaller than in the end-to-end case though, as the e�ciency of ABR is

degraded by a magnitude of 98.99-80.5 = 18.44 % due to the losses in the edge device.

As the number of congested links increases, UBR+EPD performance degrades for

the connections passing though multiple bottlenecks, whereas in the case of ABR, the

congestion point is only at the edge device and the ABR mechanism tightly controls

the congestion in the switches so the performance is una�ected by the number of hops

in the network.

5.3.4 Summary of Non-End-to-End ATM results

� When there is a single congested link, ABR did not provide any performance gain

relative to UBR+EPD. Also the performance of ABR degraded as the load on the

network increased. Since ABR pushes congestion to the edge device, as the load or
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the number of connections on the ATM network increases and since ABR attempts

to divide bandwidth equally among all the connections, the available bandwidth to

each of the VCs decreases and hence intensi�es the congestion at the edge device.

Unless the edge device has sophisticated cell dropping mechanisms, throughput

degrades and unfairness occurs.

� In multiple bottleneck scenarios, ABR outperformed UBR+EPD and the perfor-

mance gain increased as the number of congested links increased. Since with ABR

the congestion point is single and is always the edge device, the performance is

una�ected by the number of congested links in the network and hence ABR scales

well as the size of the network increases. On the other hand, for UBR+EPD, since

the congestion point is the switch, as the size of the network increases, the number

of congested points increase and the performance of a connection going through

the multiple congested switches is degraded severely.
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Chapter 6

Conclusions and Future Work

Any study in something as complex as the ABR ow control and it performance as-

sessment in comparison to another service like the UBR is bound to be limited in some

respects. In this work, we studied the performance of data tra�c sources that use TCP

and UDP protocols over ATM networks with ABR service and UBR+EPD service. In

particular, a comparison of the ABR and UBR+EPD schemes was made in two sce-

narios viz., when the network is end-to-end ATM and in an IP/ATM internetworking

environment i.e., when the network in non-end-to-end ATM over wide area networks.

The key performance metrics were throughput, e�ciency, fairness index and gain in

e�ciency, and the performance assessment was made taking the load, the number of

congested links and the location of the congestion point as variable parameters, in both

these scenarios.

6.1 Summary of the Results

� In the end-to-end ATM scenarios, ABR always outperformed UBR+EPD both

in terms of higher e�ciency as well as perfect fairness for TCP. For UDP tra�c,

however, when the number of congested links was only one, the performance gain

with ABR was not that signi�cant relative to UBR+EPD, except in terms of

fairness. However, as the network size increased or the number of congested links

increased, the performance gain with ABR was conspicuous.
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� Further in the end-to-end ATM scenarios, ABR scales well with respect to the

load on the network, the number of congested links in the path, and also with

respect to the location of the congestion point.

� When there is more than one bottleneck in the network especially when the bot-

tleneck node is downstream of other switches, ABR outperforms UBR, because in

UBR+EPD, there is a lot of bandwidth wastage transmitting fragmented packets.

Link bandwidth in the upstream nodes is wasted under UBR because cells are

admitted into the network, only to be discarded at a bottleneck that may be deep

inside the network.

� In non-end-to-end ATM networks, ABR pushes the congestion to the edge device

NIC bu�ers and hence the performance gain decreases compared to the cases

where the whole communication path is ATM.

� When number of congested links is only one, there was no performance gain

achieved with ABR relative to UBR+EPD. For multiple congested links, ABR

outperformed UBR+EPD. As the network size increases the gains achieved with

ABR scales up.

� In non-end-to-end ATM networks, the fact that ABR service pushes congestion to

the edges of the ATM network while UBR service pushes it inside is an important

bene�t of ABR for service providers.

� From cost and complexity perspective, the bene�ts of ABR come at the expense

of extra hardware complexity, certain level of overhead into the cell stream due

to RM cells, and on-going tuning of a lot of parameters for it to perform well and

thus requires additional engineering work.

In general, the choice of either of the service classes, is basically a tradeo� between

the costs and the performance that can be achieved. While UBR+EPD is fairly simple,

the bene�ts are limited. The bene�ts from ABR might be worth the extra cost and

complexity.
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6.2 Future Work

This work made a comparison of the ABR and UBR+EPD services and the results gave

a fairly good insight in to the performance of these two service classes. However, as was

mentioned earlier any study is bound to have certain limitations, which we think can

be addressed as part of the future work. Some extensions to this work are listed below.

� This work assumed a persistent greedy source for the TCP and UDP tra�c, and

also a simple ON-OFF source for the background tra�c. While this is the worst

case for creating congestion and did illustrate the performance implications, real

data tra�c, such as seen on the Internet is bursty. It could be worth repeating

the experiments with such bursty sources and in the presence of a more realistic

background tra�c, to precisely quantify the gains under more realistic conditions.

The relative performance might not change much.

� It was found that in the case of IP/ATM internetworking environments, the rel-

ative gain in using ABR over ABR+EPD was less compared to the cases where

the TCP sources were directly connected to the ATM network, with the whole

communication path being ATM. This was not because of any discrepancies in

the ABR mechanism but it was because the routers blocked the ABR feedback

from going to the TCP/UDP sources. The bene�ts of ABR could not be extended

to the higher layer protocols, due to lack of signaling of feedback to the real tra�c

sources. It would be interesting to explore some way of conveying feedback to

the TCP sources from the edge routers' ABR NIC or implementing some kind of

intelligent cell queueing/dropping such as the RED (Random early detection) in

the ABR NIC.

� Further, the results reported for the non-end-to-end ATM case are dependent

on the combination of the bu�er sizes used at the switch (Bs) and at the edge

devices' NIC bu�er (Be). The relative sizing of the bu�er pair is a key to the

resulting performance. The experiments could be repeated for various Bs and Be

combinations to see how the performance is a�ected.
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� Due to the limitations by the simulator, only small number of TCP connections

were considered. Cases with lots of connections need to be studied.

� In this study we have investigated only the UBR+EPD service. It was mentioned

in Chapter 2 that UBR service could be enhanced by other dropping policies. We

have not investigated the performance of these in this research, as current switch

vendors do not yet support these features. Another long term extension is to study

the performance improvement that can be obtained by using the enhancements [23]

to the UBR service viz., UBR+SPD (Selective Packet Dropping, also called the

EPD based on per-VC accounting), UBR + FBA (Fair Bu�er Allocation, basically

EPD based on per-VC queueing). It could turn out that these enhancements to

UBR will result in its outperforming over ABR. This could form an interesting

area to explore.

6.3 Contributions

This research work can be used as reference by telecommunication service providers

to see the various performance tradeo�s in o�ering a new service vis a vis an already

existing service, speci�cally in making a decision whether to choose ABR or UBR+EPD

as the choice of ATM service category for data services.
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